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A B S T R A C T

COVID-19 vaccine research has played a vital role in successfully controlling the pandemic, and the research 
surrounding the coronavirus vaccine is ever-evolving and accruing. These enormous efforts in knowledge pro
duction necessitate a structured analysis as secondary research to extract useful insights. In this study, 
comprehensive analytics was performed to extract these insights, which has moved the boundaries of data an
alytics in secondary research in the vaccine field by utilizing topic modeling, sentiment analysis, and topic 
classification based on the abstracts of related publications indexed in Scopus and PubMed. By applying topic 
modeling to 4803 abstracts filtered by this study criterion, 8 research arenas were identified by merging related 
topics. The extracted research areas were entitled “Reporting,” “Acceptance,” “Reaction,” “Surveyed Opinions,” 
“Pregnancy,” “Titer of Variants,” “Categorized Surveys,” and “International Approaches.” Moreover, the inves
tigation of topics sentiments variations over time led to identifying researchers' attitudes and focus in various 
years from 2020 to 2022. Finally, a CNN-LSTM classification model was developed to predict the dominant topics 
and sentiments of new documents based on the 25 pre-determined topics with 75 % accuracy. The findings of this 
study can be utilized for future research design in this area by quickly grasping the structure of the current 
research on the COVID-19 vaccine. Through the findings of current research, a classification model was devel
oped to classify the topic of a new article as one of the identified topics. Also, vaccine manufacturing firms will 
achieve a niche market by having a schema to invest in the gap of fields that have yet to be concentrated in 
extracted topics.

1. Introduction

The outbreak of COVID-19 (Corona Virus Disease 2019) and its 
global spread have negatively affected the economic, political, and so
cial aspects of countries worldwide [1]. It affected financial markets and 
the global economy, as well as communities, businesses, and organiza
tions. For example, stock market indexes fell dramatically in many 
countries before governmental support. It also caused importation issues 
and staffing deficiencies as the key concerns for businesses because of 
disruption to supply chains and self-isolation policies. The pandemic had 
widespread socio-economic implications, such as social isolation and 
school dropout due to the nationwide closure of educational facilities 
imposed in over 100 countries. The travel industry, as well as the 
tourism sector, is one of the hardest hit by the outbreak of the Corona 
Virus, with an impact on both travel supply and demand [2]. The 
outbreak also had a detrimental effect on healthcare systems worldwide 
and faced them with unprecedented challenges, such as risk to 

healthcare workers and shortages of protective equipment [2].
Therefore, it has made researchers in various fields respond imme

diately to this pandemic due to advances in science and technology [1]. 
It created opportunities for companies involved in vaccine and medicine 
development in such a way that they announced collaborative plans to 
develop a viral vaccine [2]. Due to the great achievements that vaccines 
have had in controlling infectious diseases, the media and public placed 
hope at large on having a vaccine that protects against coronavirus as 
soon as possible [3]. The successful development of the COVID-19 
vaccine gave the world a sense of optimism at the end of this crisis 
despite many challenges, from guaranteeing its safety and efficacy to the 
rising vaccine hesitancy in high-income nations [4]. Hence, many arti
cles and research about this subject have been published, bringing 
various findings. The publication of these articles in scientific commu
nities enables the researchers to quickly understand the development 
process of the pandemic [1], and the first articles in this field after the 
start of the pandemic, based on a search through PubMed, were released 

* Corresponding author.
E-mail addresses: SRouhani@ut.ac.ir (S. Rouhani), famozaffari@ut.ac.ir (F. Mozaffari). 

Contents lists available at ScienceDirect

Artificial Intelligence In Medicine

journal homepage: www.elsevier.com/locate/artmed

https://doi.org/10.1016/j.artmed.2024.102980
Received 19 February 2023; Received in revised form 10 June 2024; Accepted 9 September 2024  

Artiϧcial Intelligence In Medicine 157 (2024) 102980 

Available online 18 September 2024 
0933-3657/© 2024 Elsevier B.V. All rights are reserved, including those for text and data mining, AI training, and similar technologies. 

mailto:SRouhani@ut.ac.ir
mailto:famozaffari@ut.ac.ir
www.sciencedirect.com/science/journal/09333657
https://www.elsevier.com/locate/artmed
https://doi.org/10.1016/j.artmed.2024.102980
https://doi.org/10.1016/j.artmed.2024.102980


as soon as March 2020 [5,6]. After the start of vaccination in many 
countries, the focus of research has shifted to the rapid and effective 
rollout of the vaccine, as well as public sentiment toward it and its ef
fects [7].

In this regard, extensive efforts have been made to produce knowl
edge in this field, and an enormous amount of research and various 
studies have been presented in a short period of time [8]. Techniques 
would be needed to convert these findings into applicable insights, 
extract knowledge, and summarize the results and research trends 
through a comprehensive analysis of research topics and sentiment 
analysis of them. Text analytics techniques such as Topic Modeling and 
Sentiment Analysis, as a Natural Language Processing (NLP) technique, 
are among the most popular methods that researchers use to study 
themes, sentiments, viewpoints, etc., applying Machine Learning (ML) 
algorithms [9]. By utilizing these methods, the main topics and senti
ments related to them can be automatically extracted from a large 
number of articles so that trends and important themes in the intended 
field can be achieved.

Several studies were conducted to extract the topics related to the 
COVID-19 vaccine and public sentiments toward it on social media, such 
as Twitter [10,11] and Reddit social media platforms [12]. For example, 
Marcec and Likic [13] used sentiment analysis on the Twitter social 
network to compare public attitudes toward different vaccines. Luo et al. 
[14] employed text-mining techniques to examine the differences be
tween professionals' and laypeople's opinions in forum discussions by 
applying topic modeling to their comments. Abd-Alrazaq et al. [15] 
conducted a study to identify people's top concerns by extracting their 
tweets' topics during the pandemic. Ogbuokiri et al. [16] used sentiment 
analysis on geotagged Twitter posts to find out about vaccine hesitancy 
hotspots.

Despite extensive studies conducted to extract topics related to the 
COVID-19 vaccine in social media and sentiment analysis of public 
opinions, a comprehensive review of articles related to this subject and 
obtaining topics that express the concerns and findings of the scientific 
and academic communities and research databases, and also sentiment 
analysis of them have not been performed yet. It can be highlighted from 
the mentioned gap that there is a need for data analytics in this field, and 
due to a large number of published articles, the use of text mining in this 
research has been considered. Accordingly, this research is based on 
secondary analysis, which includes reusing existing data from previous 
studies and utilizing them to gain new insights about the intended 
subject. Secondary information includes sources of data collected by 
others that can be used to quickly and inexpensively answer many 
questions. In other words, secondary analysis is the analysis of most of 
the information that has already been obtained and can be in line with 
the purpose of collecting primary data or with completely different 
purposes [17].

In the current study, latent topics from a large volume of data are 
discovered by using Latent Dirichlet Allocation (LDA), a probabilistic 
topic modeling introduced by Blei et al. [18]. Therefore, this research 
has been designed to answer the following research questions regarding 
the COVID-19 vaccine:

RQ1: What are the main research topics in the “COVID-19 vaccine” 
field?

RQ2: What are the sentiments of the topics, and how have they been 
changed from 2020 to 2022?

RQ3: How can a new document about the COVID-19 vaccine be 
classified on provided topics and measure its sentiment?

So, in this study, the above questions will be answered using topic 
modeling, and then the topics and research areas are entitled. Besides, 
the sentiment of each topic and its variations through time are analyzed 
by a lexicon-based approach. Moreover, for new documents as input to 
this model, their topic and related sentiment can be specified.

By introducing a novel approach, the scientific contribution of cur
rent research includes extracting the main research topics in the 
“COVID-19 vaccine” field and presenting a roadmap for these research 

trends. Also, the current paper bounces the sentiment of each topic, 
which can direct future studies, and upon the provided model, classi
fying a new document to the most dominant topic would happen. The 
integration of topic modeling, sentiment analysis and topic classification 
for performing new Systematic Literature Review (SLR) approach in the 
healthcare and vaccine studies would be the novelty of this research. 
Moreover, from the practical perspective, budget-balancing of the 
COVID-19 vaccine can be benchmarked and adopted through extracted 
topics. Vaccine manufacturing companies will have a schema to invest in 
the gap of fields that have yet to be concentrated in extracted topics, so 
they will achieve a niche market to invest in.

The paper is organized as follows: Section 2 illustrates the back
ground, and Section 3 describes the research method. This section de
scribes the identification of search strategy and configuring filtering 
criteria, data exporting and storing, data preprocessing, LDA model 
configuration, sentiment analysis, classification model development, 
and evaluation. In the following, Section 4 reports findings for research 
questions. As a consequence, Section 5 discusses the contributions of the 
research. Finally, Section 6 summarizes the findings and implications as 
a conclusion.

2. Background

2.1. COVID-19 vaccine

Coronaviruses (CoVs) are generally regarded as nonfatal human 
pathogens, mostly causing the common cold, while two human patho
genic CoVs, namely Severe Acute Respiratory Syndrome Coronavirus 
(SARS-CoV) and Middle-East Respiratory Syndrome Coronavirus 
(MERS-CoV), have caused epidemics during the last 18 years [19]. The 
Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2), which 
is responsible for the Coronavirus Disease 2019 (COVID-19) pandemic 
that emerged in December 2019, is caused by a new CoV named SARS- 
CoV-2 due to the relevance of COVID-19 symptoms with those of Severe 
Acute Respiratory Distress (SARD) and the similarity of COVID-19 with 
the previous human CoV disease, SARS [20]. Various treatments, such as 
immunosuppressants, steroids, and antiviral drugs, have been used 
before for handling MERS-CoV and SARS-CoV infections or other viral 
diseases [20]. However, an effective vaccine was urgently needed to 
protect humans against COVID-19 and reduce the pandemic's economic 
and societal impacts [19]. Vaccine development is typically a lengthy, 
expensive process, and it takes multiple candidates and many years to 
produce a licensed vaccine. So, due to the cost and high failure rates, 
developers typically follow a linear sequence of stages, with multiple 
breaks for data analysis or manufacturing process checks [21]. For 
example, the US Food and Drug Administration (FDA) only approved the 
first vaccine against Ebola 43 years after the fatal virus was discovered 
[22].

Nevertheless, with the COVID-19 crisis, everyone hoped this time 
would be different. Rapidly developing a vaccine requires a novel 
pandemic paradigm, with a fast start and many steps performed in 
parallel before approving a successful outcome of another step, resulting 
in raised financial risk [21]. However, the catastrophic effects of COVID- 
19 catalyzed the unprecedented development of vaccines and vaccine 
technologies in the struggle against this pandemic [8]. The need to 
quickly develop a vaccine against SARS-CoV-2 comes during the erup
tion in basic scientific understanding in areas such as genomics and 
structural biology, supporting a new epoch in vaccine development 
[21]. In fact, a number of the most advanced vaccine candidates utilize 
emerging technology platforms [22]. Therefore, in less than six months, 
several COVID-19 vaccine candidates entered into clinical trials and 
were conditionally approved ten months after the start of the COVID-19 
outbreak, which is a record-breaking speed in vaccine development 
history. This unprecedented speed was enabled by the availability of 
pioneering vaccine technologies, the timely issue of the viral genomic 
sequence, active cooperation among the global scientific community, 
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sufficient funding from various sources, and the massive/urgent market 
demand [8].

Therefore, the free availability of basic science data has allowed the 
creation of vaccines based on state-of-the-art platforms [3]. It has been 
revealed that taking advantage of genetic engineering technology to 
design effective vaccines against emerging and re-emerging viral dis
eases with pandemic potential would be vital for controlling the COVID- 
19 pandemic and future pandemics. Generally, development strategies 
for antiviral vaccines can be divided into three main groups (i) the first- 
generation vaccines encompass live-attenuated and inactivated vac
cines, (ii) the second-generation vaccines include vaccine platforms such 
as protein subunit and vector-based vaccines, and (iii) the third- 
generation vaccines with nucleic acid and nanomaterial-based vac
cines [23]. Based on these strategies, COVID-19 vaccine platforms can 
be categorized as Live-attenuated virus vaccines, Inactivated virus vac
cines, Protein subunit vaccines, Replication-deficient vectors, Genetic 
vaccines (Deoxyribonucleic Acid (DNA), and Ribonucleic Acid (RNA)) 
[19], and Virus-Like Particles (VLP) vaccines which represent an evo
lution of protein subunit vaccinology and may also be regarded as a 
specific category of protein subunit vaccines [8]. Among them, RNA 
vaccines have shown very hopeful results with considerable success 
against COVID-19 with high protection percentages that US FDA EUA 
approved vaccine candidates from Pfizer and Moderna. Moderna's 
mRNA-1273, which entered into clinical trials just 66 days after SARS- 
CoV-2 was first sequenced, indicates the potential for nucleotide-based 
vaccines [22]. Also, the creative and technological efforts that led to 
the development of COVID-19 vaccines have transformed the approach 
and way of designing new vaccines for other diseases [3].

After many COVID-19 candidate vaccines were tested and granted 
emergency use authorization, vaccine effectiveness became an impor
tant issue studied in numerous research. Phase III trials reported high 
vaccine effectiveness (VE) against SARS-CoV-2 infection with these 
vaccines, such as 70.4 % effectiveness of AZD1222 (Oxford-AstraZe
neca), 95 % effectiveness of the BNT162b2 mRNA COVID-19 vaccine 
(Pfizer-BioNTech), 94.1 % effectiveness of the mRNA-1273 vaccine 
(Moderna), and 50.7 % effectiveness of an absorbed COVID-19 (inacti
vated) vaccine (CoronaVac) [24]. Since studies in real-world settings 
around the world showed that the approved vaccines are highly pro
tective against SARS-CoV-2, the full vaccination according to the stan
dard schedule to achieve maximum VE was considered a priority by 
many countries. While a number of vaccines use traditional approaches, 
several innovative technologies, such as mRNA vaccines and non
replicating adenovirus vaccines, have rapidly mounted to a prominent 
position by leading the race for mass production and distribution [8].

2.2. COVID-19 vaccine research

Through analyzing past research, it can be realized that an enormous 
amount of research in the field of COVID-19 vaccine has been presented 
in a short period of time. An analysis of the CAS content collection was 
performed by Li et al. [8] at the end of February 2021 to assess COVID- 
19 vaccine-related research. Reviewing over 4000 published journal 
articles related to COVID-19 vaccine development showed that the 
United States, China, the UK, India, and Italy are the top five countries, 
accounting for over 50 % of the total publications, and the University of 
California, University of Oxford, and the National Institutes of Health 
(USA) have published the highest number of documents on COVID-19 
vaccine-related studies. Among the published journal articles, about 
15 % have been devoted to the investigation of various vaccine plat
forms, design, and formulation, as publications about the protein sub
unit vaccine platform account for the largest number of articles, and 
studies related to mRNA vaccines represent the second largest group. 
There have also been remarkable efforts to discover the parameters of 
immunity/efficacy and epitope/mutations. Correlations between 
COVID-19 severity/morbidity and the status of previous vaccinations, as 
well as cross-protection by other vaccines, have also been explored in a 

substantial number of published articles. After the beginning of the 
vaccination process, a significant portion of the articles (~18 %) 
addressed vaccination policies, such as the vaccine administration pro
gram and strategy and its social and psychological outlooks. Mutations 
in the context of vaccine development and the effectiveness of approved 
COVID-19 vaccines against these mutations are other hot topics that 
have been studied in many publications. For example, studies have 
shown that the variant that emerged in early 2020 with the D614G 
mutation was detectable by the antibodies provoked by the mRNA-1273 
vaccine developed by Moderna [8].

In the rapidly changing COVID-19 research environment, new 
studies continue to be conducted and published. Safety monitoring of 
additional COVID-19 vaccine doses and further studies on the side ef
fects of vaccines in overall populations, as well as in immunocompro
mised (IC) populations, is ongoing worldwide [25]. Duration of 
protection, optimal time intervals between primary series and addi
tional/booster vaccine doses, the effectiveness and safety of additional/ 
booster vaccine doses, and prevention of the advent of highly mutated 
novel SARS-CoV-2 variants are some of the concerns among others in 
this regard [25]. Many case report articles consider emerging concerns 
about the side effects of vaccines and emphasize the importance of 
clinical vigilance. For example, cross-reactivity with human tissue may 
contribute to the development of vaccine-associated immune-mediated 
diseases (IMDs) such as vaccine-induced immune thrombotic thrombo
cytopenia, autoimmune liver disease, IgA nephropathy, rheumatoid 
arthritis, and systemic lupus erythematosus (SLE) has been examined by 
Saleh et al. [26]. Multiple cases of COVID-19 vaccine-induced vasculitis 
[27], COVID-19 mRNA vaccine-related interstitial lung disease (ILD) 
[28], several cases of thrombotic thrombocytopenic purpura (TTP) [29] 
have been reported following COVID-19 vaccination, and they have 
allocated a part of the literature in this field to themselves.

Moreover, since these modern vaccines have had a short documen
tation history and might prompt hypothetical side effects after a long 
time, along with the progressive development of COVID-19 vaccines, 
opinion movements against vaccination have also thrived [3]. Vaccine 
hesitancy, which is the term used to describe “delay in acceptance or 
refusal of vaccination despite the availability of vaccination services” 
[30], became a major hindrance to the approved and prospective 
COVID-19 vaccination though the vaccine acceptance among the gen
eral public and healthcare workers appears to have a crucial role in the 
successful control of the pandemic [31]. Therefore, many articles 
examine vaccine hesitancy and the factors influencing the attitude to
ward the acceptance of vaccination. Evaluating opinions and acceptance 
rates toward COVID-19 vaccines can help start communication cam
paigns to strengthen trust in health authorities [31]. So, despite many 
challenges and unanswered questions, such as uncertainty regarding its 
long-term efficacy, the remarkable advances in COVID-19 vaccine 
development have offered the world hope that this pandemic can be 
defeated [8].

2.3. Topic modeling

Topic modeling is one of the most popular methods utilized for 
modeling the evolution of events over time [32]. A topic model can be a 
probabilistic model that relates documents and words through variables 
called topics [33]. Topics are the main subject matter or dominant 
themes [34] of a given text extracted from social media platforms, news 
articles, purchase behavior, etc. [35]. Topic discovery can be conducted 
through various methods based on clustering [36] or machine-learning 
techniques [37], enabling tracking of emerging issues [38]. Two leading 
methods utilized for topic modeling are Probabilistic Latent Semantic 
Analysis (PLSA) [39] and Latent Dirichlet Allocation (LDA) [18]. There 
are also several extensions to the standard LDA, such as Dynamic Topic 
Models [40] and Hierarchical Dirichlet Processes [41].

Latent Dirichlet Allocation (LDA) is utilized for topic modeling most 
frequently [42]. It is a generative probabilistic model for analyzing 
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discrete data collections such as text corpus. It is defined as a “three- 
level hierarchical Bayesian model, in which each item of a collection is 
modeled as a finite mixture over an underlying set of topics” [18]. In the 
literature, LDA has been used for topic modeling texts related to many 
applications in various fields, such as medical science [43,44], political 
science [45,46], analyzing social networks [47,48], etc. LDA can also be 
used to conduct a literature review over a large volume of documents 
and perform prediction of research trends about hot subjects [49,50]. 
Following the COVID-19 outbreak, several studies have been formed 
based on applying LDA to find the most common topics expressed by 
social media users regarding the vaccines and vaccination process 
[11,51–53].

2.4. Sentiment analysis

Sentiment Analysis (SA) is a research field that analyzes people's 
sentiments toward different topics, events, individuals, issues, products, 
services, organizations, and their attributes [54]. In the literature, SA is 
also called opinion mining, review mining, appraisal extraction, or 
attitude analysis [55]. Sentiment analysis is considered a subdivision of 
Natural Language Processing (NLP), Machine Learning (ML), and 
computational linguistics. Some elements are also borrowed from soci
ology and psychology. The history of NLP started in the 1950s; however, 
the SA came to the spotlight by the growth of social media in the past 
few years [56].

Early studies in the field of SA concentrated on sentiment or 
subjectivity identification at the document or sentence level of granu
larity. Document-level and sentence-level tasks include the classification 
of reviews as positive or negative and distinguishing objective from 
subjective sentences. Today, aspect-oriented opinion mining, which 
analyzes opinions toward individual attributes of an object, also comes 
into consideration. Regardless of the level of analysis, these tasks can be 
conducted through ML-based or non-ML-based approaches [57]. Hence, 
sentiment analysis methods can be classified into three groups: ML- 
based, lexicon-based, and hybrid methods. ML-based techniques can 
be supervised, unsupervised, or semi-supervised, while lexicon-based 
methods use sentiment lexicons containing words annotated with the 
sentiment orientation [58]. SA can have applications in various fields, 
such as politics [59,60], financial [61,62], medical science and health
care [63–66]. Following the COVID-19 outbreak, many studies have 
been performed based on the sentiment analysis of public opinions to
ward various issues related to the pandemic and especially COVID-19 
vaccines through different social networks such as Twitter 
[10,11,13,67,68] and Reddit [12], or news articles [69].

2.5. Text classification

Text classification involves creating models that can categorize new 
documents into pre-determined categories. This process is now quite 
complicated, encompassing not just the training of models but also 
several other steps, such as data preprocessing, transformation, and 
dimensionality reduction. It continues to be a significant research area, 
employing various techniques and their combinations in intricate sys
tems [70]. Over the past few decades, text classification problems have 
been extensively studied and applied in numerous real-world scenarios. 
Recent advancements in NLP and text mining have sparked increased 
interest among researchers in creating applications utilizing text clas
sification methods. Typically, text classification and document catego
rization systems can be broken down into four main phases: feature 
extraction, dimension reduction, classifier selection, and evaluation 
[71].

Term Frequency-Inverse Document Frequency (TF-IDF), Word2Vec, 
and Global Vectors for Word Representation (GloVe) are common 
techniques utilized for feature extraction. Principal Component Analysis 
(PCA), Linear Discriminant Analysis (LDA), Non-negative Matrix 
Factorization (NMF), and also novel techniques such as random 

projection, autoencoders, and t-distributed Stochastic Neighbor 
Embedding (t-SNE) can be used for dimensionality reduction. Moreover, 
there are various classification techniques in this regard, such as Logistic 
Regression (LR), Naïve Bayes (NB), and Support Vector Machine (SVM), 
while neural network architectures such as Recurrent Neural Network 
(RNN) and Convolutional Neural Network (CNN) have achieved sur
passing results compared to previous ML algorithms. The final step in 
this pipeline is the evaluation that can be conducted based on various 
metrics such as accuracy, precision, recall, Receiver Operating Charac
teristic (ROC), and Area Under ROC Curve (AUC). Among these metrics, 
precision, and recall are widely utilized to measure the effectiveness of 
text classifiers [71].

Text classification techniques have been used in several studies 
related to COVID-19 vaccine. Some studies utilized text classification 
techniques to classify the tweets on different vaccines into positive, 
neutral, or negative based on vaccine brands to find out about COVID-19 
vaccine hesitancy and sentiments toward numerous vaccines [72,73]. In 
a similar study, Bidirectional Encoder Representations from Trans
formers (BERT) and bidirectional Long Short-Term Memory (LSTM) 
were utilized to identify anti-vaccination Tweets [74]. Topic classifica
tion was also subject of some studies in this field. For example, a stacking 
ensemble classifier was used for the multi-class classification of COVID- 
19 vaccines topic on Twitter [75].

Table 1 summarizes some of the related works in the field of COVID- 
19 vaccine topic modeling, sentiment analysis, and text classification.

3. Research method

This section explains the research method steps to answer the 
research questions. Fig. 1 presents the stages of the research process.

3.1. Identify search strategy and configure filtering criteria

To conduct the literature review in the field of the COVID-19 vac
cine, Scopus, which is one of the most widely employed academic da
tabases, and PubMed, a free resource supporting the search and retrieval 
of life sciences and biomedical topics, were chosen. Scopus, according to 
its developer Elsevier, “is the largest abstract and citation database of 
peer-reviewed literature: scientific journals, books, and conference 
proceedings.” Hence, Scopus can provide good coverage of scientific 
literature. PubMed, according to the National Library of Medicine, 
“comprises more than 34 million citations for biomedical literature from 
MEDLINE, life science journals, and online books,” which provides an 
appropriate coverage of the literature related to the subject of this 
research. In the search strategy, suitable keywords are defined to search 
the literature on the “COVID-19 vaccine” in the Title.

Moreover, only the journal or review articles with accessible ab
stracts and articles written in English were investigated. By applying 
these criteria, documents published from March 2020 to April 2022 can 
be retrieved. Finally, the results obtained by searching in Scopus and 
PubMed were merged, and the duplicates were removed. Fig. 2 briefly 
shows the search strategy, filtering criteria, and the final number of 
articles prepared for the following steps.

3.2. Data exporting and storing

As mentioned, Scopus abstract and citation database and PubMed 
were used by searching (“covid_19 vaccine” OR “covid vaccine” OR 
“corona virus vaccine” OR “coronavirus vaccine” OR “covid19 vaccine” 
OR “covid 19 vaccine” OR “covid-19 vaccine”) in Title of the articles, 
and the journal articles and reviews written in English from 2020 were 
selected. The results were exported and stored as an Excel file containing 
citation information, abstracts, and keywords.
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3.3. Data pre-processing

After data collection, the next step is Data preprocessing, which is 
text preprocessing in our case. The Python language was used to perform 
text preprocessing and other steps. This step was conducted by using 

Python libraries “nltk” [76], “string,” and “re.” Lowercasing all letters, 
removing punctuation and numbers, tokenization, which means split
ting the text into units, and removing stop-words, which are common 
English words that do not provide much insight into the sentence, have 
been applied to the abstracts of the selected documents from the pre
vious stage. Then, stemming was performed as another step of text 
preprocessing in which the variant word forms are mapped to their base 
form [77]. Finally, the words with less than three letters were elimi
nated. Next, a Term-Document Matrix was built to feed LDA. Term- 
Document matrix, also known as Document-Term matrix, describes 
each term's frequency in each document. This was done using the 
corpora module of the “gensim” library [78], which provides the corpus 
of texts as input to the LDA model.

Table 1 
Summary of some of the research in the field of COVID-19 vaccine-related text 
analytics.

Authors Year Title Method

Praveen et al. 
[51]

2021 Analyzing the attitude 
of Indian 
citizens toward COVID- 
19 
vaccine–A text analytics 
study

LDA for topic modeling and 
Textblob for sentiment 
analysis

Lyu et al. [11] 2021 COVID-19 
vaccine–related 
discussion on Twitter: 
topic 
modeling and sentiment 
analysis

LDA for topic modeling and 
the National Research 
Council of Canada Emotion 
Lexicon for sentiment and 
emotion analysis

Liu & Liu [10] 2021 Public attitudes toward 
COVID-19 vaccines on 
English-language 
Twitter: A sentiment 
analysis

LDA for topic modeling and 
Valence Aware 
Dictionary and sEntiment 
Reasoner (VADER) tool for 
sentiment analysis

Quyen et al. 
[74]

2021 Applying Machine 
Learning to 
Identify Anti- 
Vaccination 
Tweets during the 
COVID-19 
Pandemic

BERT and Bi-LSTM with 
pre-trained GloVe 
embeddings and classic 
machine learning 
algorithms including 
Support Vector Machine 
and Naïve Bayes 
for text classification.

Marcec & Likic 
[13]

2022 Using twitter for 
sentiment analysis 
toward AstraZeneca/ 
Oxford, 
Pfizer/BioNTech and 
Moderna 
COVID-19 vaccines

AFINN lexicon for 
sentiment analysis

Zulfiker et al. 
[52]

2022 Analyzing the public 
sentiment 
on COVID-19 
vaccination in social 
media: Bangladesh 
context

LDA for topic modeling and 
deep learning and machine 
learning algorithms for 
sentiment analysis

Xu et al. [53] 2022 COVID-19 vaccine 
sensing: 
Sentiment analysis and 
subject 
distillation from twitter 
data

LDA for topic modeling and 
VADER model for sentiment 
analysis

Ogbuokiri et al. 
[68]

2022 Public sentiments 
toward 
COVID-19 vaccines in 
South 
African cities: An 
analysis of 
Twitter posts

LDA for topic modeling and 
the VADER model for 
sentiment analysis. Machine 
learning classification 
algorithms for validation of 
the outputs.

Jayapermana 
et al. [75]

2022 Implementation of 
Stacking 
Ensemble Classifier for 
Multi-class 
Classification of 
COVID-19 Vaccines 
Topic on 
Twitter

Combining Logistic 
Regression, Random Forest, 
and Support Vector 
Machine algorithms as first- 
level learners and Logistic 
Regression as a meta- 
learner for text 
classification.

Qorib et al. 
[72]

2023 COVID-19 vaccine 
hesitancy: 
Text mining, sentiment 
analysis 
and machine learning 
on COVID-19 
vaccination Twitter 
dataset

TextBlob, VADER, and 
Azure ML for sentiment 
analysis. LinearSVC, LR, 
MultinomialNB, Random 
Forest, and Decision Tree 
for the classification model.

Fig. 1. Research method steps.
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3.4. LDA model configuration

The number of topics is the most important parameter of LDA that 
should be inferred from the corpus. Too few topics can result in an 
incomplete analysis, while too many topics would lead to several topics 
representing one cohesive subject [79]. To tackle this issue, the coher
ence score was used in this study. This measure is used to investigate the 
coherency of topics. Several studies that use LDA suggest that good topic 
modeling should lead to human-interpretable topics that are coherent 
but distinct from each other [79]. Therefore, the topic coherence score is 
an indicator of topic quality [80]. In this regard, to adjust the number of 
topics, the coherence score metric, which can be computed by Coher
enceModel class in the “gensim” library, was used, and the number of 
topics resulted in a higher coherence score was chosen. In recent years, 
several topic coherence formulas have been proposed in the literature, 
and researchers have shown that these measures correlate with human 
judgment [81]. In order to calculate the coherence score in this research, 
the CV measure was used, which combines the indirect cosine measure 
with the Normalized Pointwise Mutual Information (NPMI) and the 
sliding window [82]. Hence, by changing the number of topics from 5 to 
100, the coherence score of each model could be computed and 
compared to each other.

Topic distribution over documents and word distribution over topics 
are considered to have a prior probability of Dirichlet, so other hyper
parameters that should be determined to configure the model are α and 
β, which are prior probability distribution for topics over documents and 
words over topics, respectively [83]. The value of β, a-priori belief on 
topic-word distribution affects the details of the model. The larger β is, 
the more words we will have in a topic and vice versa. On the other 
hand, α, a-priori belief on document-topic distribution relates to the 
number of topics that make up each document. The larger α is, the 
documents will be divided into more topics, and the smaller it is, the 
fewer topics we will have. In the current study, both hyperparameters 
were set to ‘auto,’ which means that the model would learn these pa
rameters automatically.

3.5. Topic modeling

Data analysis consists of seven steps: Topic modeling, Data prepa
ration for better topic interpretation, Topic naming and classification, 
Topic investigation, Data preparation for sentiment analysis, Sentiment 
analysis of topics and their variations over time, and Developing a model 
for new input to LDA clustering. After finding the optimal number of 
topics, the LDA function, which is LDAModel in “gensim” library, was 
applied. In other words, the LDA algorithm is implemented using gen
sim.models in python. As a result, the subset terms for each topic were 
derived. These terms were arranged based on the probability of their 
occurrence in a given topic, which is attained as weights. Therefore, 
each topic can be represented by its most probable terms, obtained from 
the posterior distribution over the assignments of words to topics.

3.6. Data preparation for topic interpretation

In the first round of LDA model training, it can be observed that some 
common and repeated words occur in several topics. Moreover, the first 
term in some topics is repeated in other topics with smaller weights, 
making interpreting the topics difficult. So, to refine the results and get 
more distinct topics, first, some common words such as “develop,” 
“patient,” “author,” “among,” etc., were eliminated besides the search 
keywords. Secondly, the first term in each topic, the word with the 
highest weight, was investigated in other topics, and if it had a smaller 
weight, it was eliminated from other topics. Thus, the words in each 
topic are more specific to that topic, and the interpretation and naming 
of the topics can be performed more effectively.

3.7. Topic naming

Latent topics were extracted as the clusters in which the terms were 
ordered by their probability of occurrence, which can be derived as 
coefficients multiplied by the terms. By labeling these clusters, the topics 
could be explored, and then by merging the topics, the research areas 
related to each group of topics were revealed. Hence, utilizing domain 
knowledge, each topic's semantic or representative label was inferred 

Fig. 2. Search strategy and filtering criteria.
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based on its most representative terms. Then again, based on expert 
knowledge, the labels merged to form the research areas. So, each 
research area consists of two or more labels that are related to each 
other.

3.8. Topic investigation

As mentioned, topics were aggregated to form the research areas, 
which can be utilized to discover the trend of research in the intended 
subject. In order to investigate the quality and interpretability of topics, 
different metrics, and tools such as coherence score, as described in 
Section 3.4, perplexity, and visualization of the topics were used. Per
plexity evaluates how well a statistical model describes a dataset and is a 
commonly used measurement in information theory. A lower perplexity 
indicates a better probabilistic model [84]. Moreover, by utilizing the 
Inter-topic Distance Map implemented in the “pyLDAvis” library [85], a 
good topic model that consists of fairly big, non-overlapping bubbles 
scattered throughout the chart can be investigated.

3.9. Data preparation for sentiment analysis

For the purpose of sentiment analysis of each topic, ten most repre
sentative terms of the topic were considered. Moreover, since the fre
quency of each term in a specific topic can affect the emotional load of 
that topic, first, the number of occurrences of each term in a given topic 
was determined. This could be conducted through pyLDAvis.gensim. 
models.prepare function as it uses the frequency of terms to visualize the 
clusters. pyLDAvis provides information about each topic that can be 
extracted, including the frequency of each term in the topic [85]. By 
utilizing these frequencies, data preparation for sentiment analysis was 
performed by multiplying the frequency of each term by its sentiment 
score and finally dividing the whole score by the total number of terms. 
In data preparation for sentiment analysis steps, all the previous prep
arations were also taken into account; however, the representative terms 
were completed from their stemmed forms since they should be matched 
to lexicon terms to analyze their sentiment score.

3.10. Sentiment analysis of topics and their variations over time

Sentiment analysis of the topics was performed using Senti
mentIntensityAnalyzer of VADER from “nltk” package. VADER (Valence 
Aware Dictionary and sEntiment Reasoner) is a lexicon-based and rule- 
based sentiment analysis tool. It is an efficient tool as it successfully 
deals with various types of texts [86]. VADER sentiment analysis relies 
on a dictionary that maps lexicon features to emotion intensities known 
as sentiment scores. The sentiment score of a given text can be attained 
by adding up the intensity of each word in the text. This model not only 
determines the polarity of a word but also specifies the strength of 
emotion. To determine the sentiment of each term, it generates a 
normalized score called a compound score, ranging from − 1 (extremely 
negative) to +1 (extremely positive). Researchers typically classify texts 
as positive, neutral, and negative based on the following thresholds: 
positive (compound ≥ 0.05), neutral (− 0.05 < compound <0.05), and 
negative (compound≤− 0.05) [10]. However, the threshold is flexible 
and can be optimized based on domain knowledge. In this study, in 
addition to the thresholds mentioned above, which are typically uti
lized, other thresholds were used to see whether the results significantly 
changed.

The other important part of this step includes topic modeling of the 
articles based on the year of publication and comparing the sentiments 
of topics over time. This would lead to a better insight into the variations 
of sentiments in academic perspectives through different years and their 
probable causes. For performing this analysis, the articles were divided 
into three groups: 2020, 2021, and 2022. For each of the years, the 
previous steps were conducted separately, and final sentiment scores for 
the topics were derived to be compared over time.

3.11. Develop a classification model for new document input

In this step, a model was proposed to classify any new document as 
one of the pre-defined topics extracted in previous steps. In topic models, 
the words of a document are treated as resulting from a set of latent 
topics, a set of unknown distributions, over the lexicon. In other words, 
topic models are a reduction of classical document mixture models, 
which relate each document to a single topic [87]. The idea used in this 
research is to convert the unsupervised topic modeling to be used in a 
supervised classification problem to test whether the distribution per 
abstract of latent topics could predict the dominant topic of a new 
document and its positive or negative sentiment accordingly.

First, feature extraction, or more simply, vectorization, was used, 
which is a necessary step toward language-aware analysis. In order to 
vectorize a corpus, every document should be represented as a vector. 
Various vector encodings are used to vectorize a corpus, such as the bag- 
of-words approach, TF-IDF approach, word2vec or doc2vec algorithms, 
etc. One of the simplest while extremely effective models is the encoding 
of semantic space based on the bag-of-words model, whose main insight 
is that meaning and similarity are encoded in the corpus [88].

After feature extraction and defining the labels, the dominant topic 
of each document from 0 to 24 in our case, a classification model was 
trained. Building a classifier after topic analysis for the whole dataset is 
based on the correspondence between the words of the abstracts and the 
dominant topic of each document derived by posterior probability over 
the topics. To train the classifier, one of the classification algorithms, 
such as Artificial Neural Network (ANN), Naïve Bayes (NB), Support 
Vector Machine (SVM), Decision Tree (DT), etc., was chosen based on 
the accuracy metric. Finally, this model was evaluated on the test set so 
that the classifier could predict the topic of the new abstract and its 
corresponding sentiment. “keras” and “sklearn” libraries were used to 
implement the algorithms.

3.12. Evaluation

Two measures, as described in Section 3.8, were used to investigate 
the coherency and interpretability of the topics. CV measure that uses 
NPMI is presented in formula (1) [89,90], and perplexity is presented in 
formula (2) [18]. 

NPMI(wi) =
∑N− 1

j

log P(wi ,wj)
P(wi)P(wj)

− logP
(
wi,wj

) (1) 

where wi represents the words. Based on formula (1), the word associ
ation features for the top-N topic words of a topic can be computed.

The perplexity is defined for a test set of M documents as follows: 

perplexity(Dtest) = exp

{

−

∑M
d=1logp(wd)
∑M

d=1Nd

}

(2) 

where a document is a sequence of N words denoted by w = (w1, w2, …, 
wN) and wn is the nth word in the sequence [18].

Moreover, to evaluate the classification model, accuracy, precision, 
recall, and F-Measure metrics were employed. One of the most common 
metrics in practice utilized by researchers is accuracy, which is used to 
evaluate the generalization capability of classifiers. By using accuracy, 
the trained classifier is evaluated based on the total number of instances 
of data that are correctly predicted by the trained classifier when tested 
with unseen or new data, so this metric measures the ratio of correct 
predictions over the total number of instances evaluated as provided in 
formula (3) [91]. 

Accuracy (acc) =
tp + tn

tp + fp + tn + fn
(3) 

where tp and tn represent the number of positive and negative instances 
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that are correctly classified. While fp and fn represent the number of 
misclassified negative and positive instances, respectively.

However, due to the imbalanced nature of the dataset, other metrics 
such as recall, precision, and F-Measure were also used to comprehen
sively evaluate the classification model performance. Recall is used to 
measure the fraction of positive samples that are correctly classified, and 
precision is used to measure the positive samples that are correctly 
predicted from the total predicted patterns in a positive class. Moreover, 
F-Measure represents the harmonic mean between recall and precision 
values. Formulas (4) to (6) provide these metrics, respectively [91]. 

Recall (r) =
tp

tp + fn
(4) 

Precision (p) =
tp

tp + fp
(5) 

F − Measure (FM) =
2 × p × r

p + r
(6) 

4. Results

This section provides the results based on the research method and 
data analysis explained in Section 3. Fig. 3 shows that the number of 
publications and citations on the COVID-19 vaccine has increased from 
2020 to 2022. It can be seen that the COVID-19 vaccine is a hot research 
area, and a considerable amount of research has been conducted in this 
area.

Based on the search results, the articles that met our filtering criteria 
consist of 4803 abstracts of papers about the COVID-19 vaccine indexed 
in Scopus or can be retrieved through PubMed. Table 2 provides infor
mation about the collected dataset, including 4803 papers.

The number of distinct terms in the Term-Document Matrix after 
data preprocessing was 11,737. As described in Section 3.3, the number 
of topics was changed to find the optimal number of topics based on the 
coherence score. The result of the model selection is shown in Fig. 4.

The results show that the coherence score for 25 topics is higher than 
the other number of topics and is equal to 0.44. So, 25 was chosen as the 
LDA model's number of topics. Fig. 5 presents the inter-topic distance 
map for the configured LDA model. As mentioned before, a good topic 

model will have relatively big, non-overlapping bubbles dispersed all 
over the graph rather than being clustered in one quadrant. So, Fig. 5
indicates that the result of topic modeling is acceptable from this point 
of view since the clusters are dispersed in all four quadrants, and most 
are non-overlapping.

Perplexity, as mentioned, is another measure used to evaluate the 
model and is a statistical method used for testing how efficiently a model 
can handle data it has never seen before. Generally, the lower the per
plexity value, the higher the accuracy [92]. The perplexity for our model 
with 25 topics is − 7.87.

The selected LDA model with 25 topics was applied to the Term- 
Document Matrix using the LdaModel function implemented in the Py
thon library genism. As LDA provides soft clustering of the terms, there 
are overlaps between the terms in different clusters. Table 3 presents the 
five most probable terms in each cluster. Each topic's terms are ordered 
by the weight multiplied by each term which is a probability that each 
term is assigned to a given cluster. This weight indicates the probability 
that the term relates to the topic.

Therefore, each cluster can be labeled by investigating each topic's 
most probable (representative) terms. In the next step, clusters that 
relate to each other are grouped to develop the research areas of the 
dataset by merging the related topics. Fig. 6 depicts the graph of topics 
and research areas of the corpus. The research areas were extracted in a 
2-stage process:

1. A label was assigned to each cluster by reviewing the semantics of 
each cluster's terms (T1 to T25).

2. Major research areas of the domain under consideration were ob
tained by experts' domain knowledge.

The stages of this process (Labeling the topics and extracting the 
research areas) were conducted carefully by expert opinions and domain 

Fig. 3. Annual publications and citations based on the Scopus database.

Table 2 
Dataset used for literature review.

Number of abstracts 4803
Total number of words 1,083,041
Total number of characters (without space) 6,455,269
Total number of characters (with space) 7,533,507
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knowledge, including specialist physician, pharmacist, and 
epidemiologist.

As depicted in Fig. 6, eight research areas were recognized through 
topics extracted from the literature. These research areas are 

“Reporting,” “Acceptance,” “Reaction,” “Surveyed Opinions,” “Preg
nancy,” “Titer of Variants,” “Categorized Surveys,” and “International 
Approaches.” Each research area includes two or more topics. For 
example, “Reaction” relates to the topics that mention the side effects of 

Fig. 4. The coherence score of each LDA model based on topic number.

Fig. 5. Inter-topic distance map for the LDA model with 25 topics.
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vaccines or cross-reactivity with other diseases. The articles discussing 
these topics were mainly published after the start of the vaccination and 
comprised a part of the literature in this field.

In the next step, a sentiment analysis of the topics was conducted. 
After using SentimentIntensityAnalyzer() from the nltk package, as 
explained in Section 3.10, the amount of positive, negative, and 
neutrality of each word and their combination (compound) was calcu
lated. This value was multiplied by the frequency of that word, and then 
the scores obtained from 10 words related to each topic were added 
together and divided by the sum of frequencies. First, the threshold for 
determining the sentiment of each topic is considered equal to 0.05 since 
researchers typically use it. Then, the 0-threshold was also considered. 
Table 4 presents the sentiment score and its corresponding sentiment 
based on 0.05 and 0 thresholds, respectively, for 25 topics.

It can be observed that if sentiment analysis is applied to all of the 
abstracts, two of the topics are recognized as positive, two as negative, 
and the other topics have a neutral sentiment. By considering the 0- 
threshold, 11 topics are identified as negative, 8 as positive, and 6 
topics are also recognized as neutral. So, the number of negative topics is 
more than positive or neutral topics.

In order to investigate the sentiment of topics more deeply, the 
variation of the sentiments over time was also examined. As mentioned 
in Section 3.10, for this purpose, separate LDA models were developed 
for the articles of each year from 2020 to 2022. Table 5 presents the 
number of articles, the optimum number of topics computed based on 
the coherence score, and the percentage of every sentiment for the total 
topics of each year's LDA model. The threshold for determining the 
sentiment was considered 0.05.

Finally, a classification model was developed. Comparing the results 
of various algorithms, Long Short-Term Memory (LSTM) outperforms 
other algorithms significantly. LSTM is a kind of Recurrent neural 
network (RNN). RNNs show remarkable performance when dealing with 
serialized data since the network can memorize previous information 
and can use this information in current output calculations. So, it 

remains a connection between nodes in hidden layers, which leads to the 
integration of the information of the front and back positions in an 
effective way. However, these networks have deep memory for the last 
input signal and relatively shallow memory for the early input signal, 
which causes a problem called gradient disappearance. Therefore, RNN's 
LSTM model would solve this problem effectively by using the context's 
feature information, preserving the sequence information of the text 
[93]. Hence, LSTM networks are widely used for text classification [94].

Moreover, in order to improve the accuracy of the classification 
model, the combination of LSTM with Convolutional Neural Network 
(CNN) was utilized. CNN can be considered the main technique for 
extracting data features in deep learning. The convolutional layer is the 
core of CNN, which performs convolution operations on words to obtain 
a more sophisticated feature representation. It uses the convolution 
kernel to conduct feature extraction and mapping on the text data [95]. 
CNN-LSTM is a Recurrent CNN (RCNN) variant that consists of a recy
clable convolutional neural network and a maximal pool layer [96].

So, in this research CNN-LSTM model was used since it outperforms 
other models based on the accuracy metric. Table 6 presents the accu
racy metric of the prediction on the test dataset for various classification 
algorithms trained on the COVID-19 vaccine corpus.

The CNN-LSTM model uses CNN to extract high-level phrase ex
pressions from sequences and then uses LSTM. This way, better perfor
mance can be achieved than a standalone CNN model and a standalone 
LSTM model [96]. First, by using word embedding, the text is converted 
into low-dimensional word vectors. Then, CNN is used for feature 
extraction and combines LSTM to preserve the feature of historical in
formation in text sequences. Therefore, the inadequacy of CNN in 
extracting contextual association semantics would be compensated 
[95]. Lastly, a fully connected layer is used for classification output.

Table 7 and Table 8 summarize the CNN-LSTM model developed for 
the COVID-19 vaccine corpus and the hyperparameters of the model, 
respectively. The hyperparameters of the model were achieved through 
grid search and by comparing the accuracy metric for various sets of 

Table 3 
Final topics and their five representative terms.

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6 Topic 7

1 dose response allergy case like report efficacy
2 report immune anaphylaxis report social mrna pandemic
3 adverse control pandemic rate disease disease disease
4 event immunogen public present inform reaction safety
5 receive data allergic show media receive review

Topic 8 Topic 9 Topic 10 Topic 11 Topic 12 Topic 13 Topic 14

1 antibody accept group hesitate myocarditis attitude country
2 infect perceive year inform immune intent population
3 risk factor receive receive disease accept strategy
4 titer receive public social year knowledge death
5 level imid phase factor test factor model

Topic 15 Topic 16 Topic 17 Topic 18 Topic 19 Topic 20 Topic 21

1 factor reside individual recommend pregnant thrombocytopenia communicate
2 accept staff year acip pregnancy report result
3 pharmacist population associate issue women symptom cancer
4 uptake compare survey inform receive thrombosis access
5 increase year uptake year adverse present willing

Topic 22 Topic 23 Topic 24 Topic 25

1 node accept accept sarscov
2 inject survey population infect
3 lymph concern associate immune
4 site associate pandemic bntb
5 first healthcare adult mrna
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hyperparameters. Other hyperparameters not mentioned in Table 8
were set to their default values.

Then, the model was trained by the training dataset, which is 95 % of 
the whole dataset, 4562 abstracts, to reduce the overfitting. The input 
data for training the model was derived by tokenizing preprocessed 
abstracts into a sequence of words and considering the maximum length 
of the abstract as 120. So, zero-padding was applied to the abstracts with 
a length of <120. This length was obtained by trying various values to 
get the maximum accuracy. The hyperparameters of the models were 
tuned based on the accuracy metric. The model was evaluated using 
hold-out validation and K-Fold cross-validation (K = 15). Fig. 7 shows 
the accuracy variations for the training set and test set per epoch, while 
the best model can predict the new document with 75 % accuracy.

Table 9 provides the accuracy, recall, precision, and F-Measure of the 
final model to predict the dominant topic of new documents. It should be 
noted that for calculating the metrics such as recall, precision, and F- 
Measure, since there are 25 classes, metrics for each label were 
computed, and then their unweighted mean were derived which can 
control the imbalanced multiclass problem.

5. Discussion

There are several studies that utilized topic modeling for literature 

analysis in the COVID-19 area [97–99]. For example, Cao et al. [100] 
used LDA and topic visualization methods to extract research trends and 
topic similarities of COVID-19 research. Analysis of trends and patterns 
in COVID-19 research was also conducted by Dornick et al. [101] by 

Fig. 6. Graph of topics and research areas extracted by topic modeling.

Table 4 
Sentiment scores of 25 topics related to COVID-19 vaccine literature.

Topic 
No.

Topic label Sentiment_Score Sentiment 
(threshold 
= 0.05)

Sentiment 
(threshold 
= 0)

1 Safety reporting post 
injection

− 0.018733767 Neutral Negative

2 Vaccine immune 
response

0.036211623 Neutral Positive

3 Anaphylactic 
reaction

− 0.025742017 Neutral Negative

4 Case reporting 0 Neutral Neutral
5 COVID-related 

anxiety in social 
media

− 0.02079648 Neutral Negative

6 MRNA reaction 
report

0 Neutral Neutral

7 Safety and efficacy in 
fertile

0.012649654 Neutral Positive

8 Titer of antibody − 0.027075869 Neutral Negative
9 Vaccine acceptance 

in immune- 
compromised IMID 
patients

0.212039045 Positive Positive

10 Age grouping 0 Neutral Neutral
11 Vaccination 

resistance
− 0.044599378 Neutral Negative

12 Myocarditis 0.032301354 Neutral Positive
13 Positive attitude 0.018661974 Neutral Positive
14 Countries strategies − 0.092049477 Negative Negative
15 Acceptance factor 0.027148545 Neutral Positive
16 Healthcare 

professional 
residence

0 Neutral Neutral

17 Survey by categories − 0.02722305 Neutral Negative
18 ACIP 

recommendation
0.080810126 Positive Positive

19 Pregnancy − 0.01759323 Neutral Negative
20 Coagulation disorder 0 Neutral Neutral
21 Result 

communication in 
cancerous

− 0.065082583 Negative Negative

22 Axillary 
lymphadenopathy

0 Neutral Neutral

23 Surveyed concerns − 0.020840013 Neutral Negative
24 Adult acceptance − 0.020399772 Neutral Negative
25 Variant 0.022842863 Neutral Positive

Table 5 
The proportion of each topic sentiments per year.

Year No. of articles No. of topics Positive Negative Neutral

2020 234 15 40 % 0 60 %
2021 2981 30 10 % 7 % 83 %
2022 1588 25 0 8 % 92 %

Table 6 
The accuracy of various classification algorithms in com
parison to CNN-LSTM.

Classification algorithm Accuracy

RBF Kernel SVM 19 %
Random Forest 20 %
Linear Kernel SVM 16 %
Gaussian Naïve Bayes 13 %
Decision Tree 16 %
XGBoost 21 %
CNN-LSTM 75 %
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utilizing LDA, Bidirectional Encoder Representations from Transformers 
(BERT), and sentiment analysis. Furthermore, some researchers per
formed the literature review and meta-analysis as their secondary 
research method to investigate the COVID-19 vaccine-related articles 
[24,102]. Zheng et al. [24] reviewed the articles about the effectiveness 
of COVID-19 vaccines using meta-analysis, and Noruzi et al. [103] 
applied a scientometric approach to review the vaccine-related articles. 
Topic modeling and sentiment analysis have been employed widely on 
social media and news outlets for analyzing public opinions and out
looks toward different vaccines such as COVID-19 [104], Influenza 
[105], and HPV [106]. These methods have also been applied to other 
rapidly growing publications in the medical field, such as cancer 

immunotherapy [107], to find emerging trends. However, the findings 
of this research make it possible to present a framework for COVID-19 
vaccine research topics. The novel approach of combining topic 
modeling and sentiment analysis for the desired research topics and 
detecting the dominant topic of new abstracts leads to achieving senti
ments of researchers toward the topics in any research field.

Based on the collected dataset, which contains studies from 2020 to 
2022 about the COVID-19 vaccine, and data analysis by topic modeling, 
sentiment analysis, and developing a classification model, our findings 
are now presented to answer the research questions.

RQ1: What are the main research topics in the “COVID-19 vaccine” 
field?

The LDA model was applied to the dataset, and after adjusting the 
number of topics, generated 25 latent topics. After applying LDA, one of 
the key tasks is to label these latent topics based on the domain 
knowledge, representing the main research COVID-19 vaccine areas. 
After assigning labels to 25 extracted topics, these topics were catego
rized into 8 main research areas, as presented in Fig. 6. Table 10 presents 
these 8 research areas derived by merging the relevant labels.

Each research area includes several labels. For example, “Reaction” 
consists of recognized reactions studied in the COVID-19 vaccine liter
ature such as “Anaphylactic Reaction,” “MRNA Reaction Report,” 

Table 7 
Model specifications for classification of new documents.

Layer (type) Output Shape Param #

embedding_24 (Embedding) (None, 120, 100) 1,607,000
conv1d_22 (Conv1D) (None, 120, 100) 30,100
max_pooling1d_23 (MaxPooling1D) (None, 60, 100) 0
lstm_25 (LSTM) (None, 20) 9680
dense_19 (Dense) (None, 25) 525
Total params: 1,647,305 

Trainable params: 1,647,305 
Non-trainable params: 0

Table 8 
The hyperparameters of the CNN-LSTM text classification model.

Hyperparameter Value

Embedding vector length 100
CNN kernel size 3
CNN activation function ‘relu’
MaxPooling1D pool size 2
LSTM units 20
Dense layer units 25
Dense layer activation function ‘softmax’
Optimizer Adam
Learning rate 0.001
Loss function ‘categorical crossentropy’
Metrics ‘accuracy’
Epochs 30

Fig. 7. Accuracy of the classification model for the training set and validation set in 30 epochs.

Table 9 
CNN-LSTM text classification model evaluation results.

Dataset Accuracy Recall Precision F-Measure

Train 98 % 98 % 98 % 98 %
Test (hold-out validation) 75 % 65 % 70 % 67 %
Test (15-Fold cross-validation) 72 % 66 % 68 % 67 %

Table 10 
Main research areas of the COVID-19 vaccine were obtained by applying LDA 
and merging related labels.

Main research areas

Reporting Acceptance Reaction Surveyed opinions

Pregnancy Titer for variants Categorized surveys International approaches
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“Vaccine Acceptance in Immune Compromised IMID Patients,” 
“Myocarditis,” “Coagulation Disorder,” “Result Communication in 
Cancerous” and “Axillary Lymphadenopathy.” As another example, the 
“Surveyed Opinions” research area relates to public opinions in social 
media and their attitudes toward vaccination, which assigned many 
articles to itself. This research area consists of “Covid-Related Anxiety in 
Social Media,” “Vaccination Resistance,” “Positive Attitude,” and “Sur
veyed Concerns.”

A study which was conducted by Li et al. [8] in the field of the 
COVID-19 vaccine indicates that a significant portion of the articles 
addressed vaccination policies, vaccine social and psychological out
looks, and the effectiveness of approved vaccines against mutations, 
which are also three research areas derived by topic modeling as “In
ternational Approaches,” “Surveyed Opinions,” and “Titer for Variants” 
respectively.

RQ2: What are the sentiments of the topics, and how have they been 
changed from 2020 to 2022?

As presented in Section 4, the sentiments of 25 topics are analyzed by 
utilizing VADER and based on ten representative terms of each topic. 
The results, which are presented in Table 4, show that by considering 
0.05 as the threshold, the numbers of negative and positive topics are 
equal. However, considering the 0-threshold, negative topics are more 
than positive ones. Topics such as “Anaphylactic Reaction,” “Covid- 
Related Anxiety in Social Media,” “Vaccination Resistance,” and “Result 
Communication in Cancerous” are recognized as negative topics, while 
topics such as “Vaccine Immune Response,” “Vaccine Acceptance in 
Immune-Compromised IMID Patients,” and “ACIP Recommendation” 
are recognized as positive ones. Investigating the sentiments of topics 
over time can lead to a better understanding of the sentiments in various 
time epochs. As can be observed in Table 5, the related articles in 2020 
are positive or neutral, and none of the topics are negative. It shows that 
in 2020, the scientific communities, similar to the media and public, 
placed hope at large on having a vaccine that protects against COVID-19. 
In 2021, though there are still more positive topics than negative ones, 
there are some negative topics in the articles, which shows that the focus 
of research has shifted to the rapid and effective rollout of the vaccine 
and its effectiveness. Finally, in 2022, more negative topics have been 
addressed in scientific articles, which mainly relate to the side effects of 
vaccines, case-report articles, and concerns about the effectiveness and 
safety of additional vaccine doses against highly mutated novel variants.

RQ3: How can a new document about the COVID-19 vaccine be 
classified on provided topics and measure its sentiment?

As demonstrated in Sections 3 and 4, a model based on a Convolu
tional Neural Network and a Recurrent Neural Network (LSTM) was 
developed to classify new documents to one of the pre-defined topics. 
This model was chosen from various classifying algorithms such as 
Random Forest and Support Vector Machine due to its significantly 
better performance on a text corpus. By using embedding, a mapping of 
words to a vector of continuous numbers was achieved, which allowed 
the words with similar meanings to have a similar representation. Uti
lizing the CNN led to feature extraction, and finally, LSTM preserved the 
feature of historical information in text sequences. After hyperparameter 
tuning, the results show that the model can predict the dominant topic 
and, consequently, the sentiment of a new document with 75 % accu
racy, which outperforms remarkably compared to other algorithms that 
were tried on our corpus, as presented in Table 6. Moreover, this model 
can be utilized for future research design in this arena. Researchers can 
classify their research plan as one of the topics and research areas 
determined in this study so that they can pinpoint their position in the 
topic structure. Furthermore, if their research plan does not belong to 
any identified topics, it indicates that this can be a novel study. In this 
way, this study can be utilized as a guideline or strategy to find research 
areas that are facing more attention or, on the other hand, novel 
research areas with fewer studies performed on them if they are not 
categorized as any pre-determined topic. Also, the top representative 
terms of the dominant topic can help researchers with their search 

strategy and be utilized as their keywords.

6. Conclusion

The outbreak of COVID-19 in late 2019 and its overwhelming im
pacts catalyzed the development of vaccines and their technologies. So, 
due to the need for timely sharing of information about findings, 
collaboration among different research entities and scientists increased 
significantly [8]. Consequently, a considerable number of articles about 
the COVID-19 vaccine have been published since 2020. In this research, 
the applicable insights from this large number of articles have been 
extracted by utilizing text mining and machine learning tools. Applying 
the LDA model to the corpus of articles led to identifying 25 topics and 8 
main research areas in this field. Moreover, sentiment analysis of the 
most representative terms of these topics and the variations of these 
sentiments over time can indicate the focus of research articles and re
searchers' attitudes toward this subject in various years. Also, in this 
study, a classification model was developed by using advanced machine 
learning algorithms such as CNN and LSTM. By employing this model, a 
new document can be classified as one of the pre-determined topics 
derived by LDA based on its abstract words. The findings of this article 
show that “Reporting,” “Acceptance,” “Reaction,” “Surveyed Opinions,” 
“Pregnancy,” “Titer for Variants,” “Categorized Surveys,” and “Inter
national Approaches” are the research areas in the literature which can 
be derived by topic modeling and using expert knowledge to assign la
bels to the topics.

The current study has moved the boundary of data analytics in sec
ondary research in the vaccine field by applying topic modeling and 
sentiment analysis to COVID-19 vaccine-related publications. In addi
tion, for the first time, in this study, a classification model was developed 
to classify the topic of a new article as one of the identified topics.

It should be noted that this research has some limitations in terms of 
data source, filtering criteria, and method. Scopus and PubMed were 
used as the sources of collected literature, and only the journal articles 
and reviews were selected. Furthermore, several clustering methods can 
be used and compared to find the most coherent and interpretable 
topics, and other sentiment analysis approaches, such as ML-based 
methods, would lead to more precise sentiment analysis of the topics.

The implications of this research fall into two categories based on a 
novel approach utilized. In this approach, though some previously 
developed models and methods were employed, a specific application 
and the integration of topic modeling, sentiment analysis and topic 
classification for performing new kind of Systematic Literature Review 
(SLR) in the healthcare and vaccine studies, along with expert knowl
edge in the COVID-19 vaccine field, are the novelty and scientific con
tributions of this research. From the managerial point of view, 
identifying the scientific fields and the trends in this domain may help 
researchers find a roadmap for these research trends. In addition, 
sentiment analysis of the topics can direct future studies, and based on 
the developed classification model, the dominant topic and sentiment of 
new documents can be predicted. From the practical perspective, 
budget-balancing of the COVID-19 vaccine can be benchmarked and 
adopted through extracted topics, and vaccine manufacturing com
panies will plan to invest in the gap of areas that have not been focused 
on extracted topics so they will achieve a niche market to invest in. It 
brings up the practical implications of current research. Future research 
can extend our work in various ways, such as more coverage in the 
database and using other databases and other types of documents so that 
the generalization and accuracy of the classification model would also 
be improved. Other clustering and sentiment analysis techniques can 
also be applied and compared.
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