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Foreword

Cognitive systems attract major attention in the new era of computing. In addition,
cognitive computing delivers an extended guidance towards building a new class of
systems with convergence of big data and Internet of Things (IoT). The human life
is driven by the smart electronic devices called IoT. Moreover, IoT devices generate
and exchange more amounts of data. Extracting the valid truth from this data
becomes a hectic task. Consequently, machine learning techniques have been
proposed to analyse large amounts of data and enhance decision-making. The
development of new techniques helps to provide relevant information to users with
high efficiency. Today’s world is driven by the era of digital data. People not only
look into conceiving information from the data but also perform exploratory data
analysis, thus, the area of big data analytics has emerged. Analysis of data sets can
find new correlations to spot business trends, prevent diseases, and combat crime,
etc.

In cognitive computing, new hardware or software devices mimic human brain
and take a decision appropriate to the situation. Moreover, cognitive computing is
used in numerous artificial intelligence (AI) applications, including expert systems,
natural language programming, neural networks, robotics and virtual reality. Fur-
ther, cognitive computing has lots of applications in every area of our lives, from
travel, sports and entertainment, to fitness, health and wellness, etc. In the business
domain, entrepreneurs from different industries have already created products and
services based on cognitive technologies. Cognitive computing helps them by
giving intelligent recommendation through data analysis. Cognitive computing is
not helping only humans, it is also helping veterinarians take better care of the
animals that come into their practices. In future, cognitive systems provide expert
assistance to a problem without the intervention of human beings. Self-learning
capability of human beings is adapted to the system by applying artificial intelli-
gence to it. Thus, the combination of big data analysis and cognitive computing
methodologies over IoT devices can change the world with new colour of
Intelligence.
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This book attempts to explicate the state-of-the-art research in cognitive com-
puting for big data systems and provide a comprehensive and in-depth coverage
of the key subjects in the field of IoT. The book is invaluable, topical and timely
and can serve nicely as a reference book for courses at both undergraduate and
postgraduate levels. It can also serve as a key source of knowledge for scientists,
professionals, researchers and academicians, who are interested in new challenges,
theories, practice and advanced applications of cognitive computing.

I am happy to inform the readers that this book titled “Cognitive Computing for
Big Data Systems over IoT” addresses important research directions in cognitive
computing and the development of innovative big data models for analysing the
data generated by IOT devices. It marks an important step in the maturation of this
field and will serve to unify, advance and challenge the scientific community in
many ways. I commend the editors and the authors on their accomplishment, and
hope that the readers will find the book useful and a source of inspiration for their
research and professional activity.

September 2017
Rochester, MI, USA

Vijayan Sugumaran, Ph.D.
Professor of Management Information Systems

Chair, Department of Decision
and Information Sciences

School of Business Administration
Oakland University
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Preface

The paradigm shift in towards Internet of Things (IoT) is becoming the vital
component of Internet. Low-cost sensing and actuation are available to the whole
world, which enable seamless information exchange and networked interactions of
physical and digital objects. This interconnectivity together with large-scale data
processing, advanced machine learning, robotics and new fabrication techniques are
steadily bringing in innovation and business models of digital space into the
physical world. Further, IoT is expected to improve the intelligence, promote the
interaction between the human and the environment, as well to enhance reliability,
resilience, operational efficiency, energy efficiency and resource consumption.
Subsequently, many of the IoT systems and technologies are relatively novel, there
are still many untapped applications areas, numerous challenges and issues that
need to be improved.

Cognitive science has broad horizons, which cover different characteristics of
cognition. The field is highly transdisciplinary in nature, combining ideas, princi-
ples and methods of psychology, computer science, linguistics, philosophy, neu-
roscience, etc. In addition, cognitive computing is the creation of self-learning
systems that use data mining, pattern recognition and natural language processing
(NLP) to solve complicated problems without constant human oversight.

Cognitive computing will bring a high level of fluidity to analytics. The chapters
included in this book aim on addressing recent trends, innovative ideas, challenges
and cognitive computing solutions in big data and IoT. Moreover, these chapters
specify novel in-depth fundamental research contributions from a methodological/
application in data science accomplishing sustainable solution for the future per-
spective. Further, this book provides a comprehensive overview of constituent
paradigms underlying cognitive computing methods, which are illustrating more
attention to big data over IoT problems as they evolve. Hence, the main objective
of the book is to facilitate a forum to a large variety of researchers, where
decision-making approaches under cognitive computing paradigms are adapted to
demonstrate how the proposed procedures as well as big data and IoT problems can
be handled in practice.

vii



Need for a Book on the Proposed Topics

Data science techniques have been adopted to improve the IoT in terms of data
throughput, optimization and management. Moreover, the data science techniques
carry major impact on the future of IoT, allowing researchers to reproduce scenarios
and optimize the acquisition, analysis and visualization of the data acquired by IoT
devices. One of the most ambitious and exciting challenges in data science is to
model and replicate how people think and learn. This book explores domain
knowledge and reasoning of data science and cognitive methods over the IoT. The
idea of embodying this concept would be to extend existing data science approa-
ches by incorporating knowledge from experts as well as a notion of artificial
intelligence, and performing inference on the knowledge. The main focus is design
of best cognitive embedded data science technologies to process and analyse the
large amount of data collected through IoT and help for good decision-making.
Consequently, the cognitive data science research facilitates a platform to scientific
community to work for the best solution of challenges related with cognitive
methods and data science model issues to support IoT solutions towards smart
infrastructure and meet the requirement of modern world. This book addresses a
wide spectrum of cognitive computing paradigms, making decisions of an industry
or organization happened at all the levels of data science challenges. In addition,
this book aims to provide relevant theoretical frameworks and the latest empirical
research findings in the area. Solutions for big data over IoT problems have been
effectively handled through wide range of algorithmic and cognitive computing
frameworks, such as optimization, machine learning, decision support systems and
meta-heuristics. In addition, the main contributions to this volume address big data
over IoT problems in computing and information processing environments and
technologies, and at various levels of the cognitive computing paradigms.

Organization of the Book

The volume is organized into 15 chapters. A brief description of each chapter is
given as follows:

Chapter “Beyond Automation: The Cognitive IoT. Artificial Intelligence Brings
Sense to the Internet of Things” gives an overview of Intelligent IoT is named as
Cognitive IoT (CIoT) describes the convergence of IoT with artificial intelligence
techniques. In addition, this chapter introduces a preliminary idea of cognitive
computing that discusses several aspects of CIoT through different forms such as
Cognitive Network, Cognitive Devices and Cognitive Analytics.

Chapter “Cybercrimes Investigation and Intrusion Detection in Internet of
Things Based on Data Science Methods” introduces the principles of Digital
Forensics, Intrusion Detection and Internet of Things as well as exploring the data
science concepts and methods. The chapter authors highlight the need for
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employing data science, data mining and big data analytics methods in cybercrime
investigation area because they have many advantages to support the digital
investigation.

Chapter “Modelling and Analysis of Multi-Objective Service Selection
Scheme in IoT-Cloud Environment” presents computational intelligent paradigm
based on fuzzy multi-criteria decision-making approaches (AHP and TOPSIS) to
select an optimal cloud for accessing different services of cloud. The offloading data
is evaluating the weights of important criteria’s and by calculating the final ranking
of alternative clouds. In addition, this chapter addresses the significance of the
proposed approach in better understanding of the whole evaluation process and
their efficiency of decision-making process in cloud path selection for offloading in
Mobile Cloud Computing (MCC) environment.

Chapter “Cognitive Data Science Automatic Fraud Detection Solution, Based on
Benford’s Law, fuzzy Logic with Elements of Machine Learning” presents com-
putational intelligence based heuristic approach for maximizing energy efficiency in
the Internet of Things (IoT). The authors present the Modified Multi-Objective
Particle Swarm Optimization (MMOPSO) algorithm based on the concept of
dominance to solve the mobile cloud task scheduling problem. Overall, this chapter
explores IoT and cloud computing as well as their symbiosis based on the common
environment of distributed processing.

Chapter “Reliable Cross Layer Design for E-health Applications—IoT
Perspective” illustrates cognitive data science automatic fraud detection solution,
based on Benford’ s law, fuzzy logic with elements of machine learning. Moreover,
proposed methodology gives solution for automatic seeking patterns within data
with focus on fraud detection.

Chapter “Erasure Codes for Reliable Communication in Internet of Things (IoT)
embedded with Wireless Sensors” provides a comprehensive overview of existing
erasure codes in the wireless sensor networks which are integral part of Internet of
Things communication. This chapter presents the construction methods of exten-
sively used Reed–Solomon codes and Fountain codes that are provided in addition
to decentralized erasure codes. Further, basic communication paradigm of infor-
mation transmission namely end-to-end transmission and hop-by-hop transmission
are discussed in detail with and without emphasis on erasure codes.

Chapter “Review: Security and Privacy Issues of Fog Computing for the Internet
of Things (IoT)” highlights the security and privacy issues of fog computing
through a comprehensive review of fog computing and suggests solutions for
identified problems. The chapter authors highlighted the areas that need attention in
fog computing research.

Chapter “A Review on Security and Privacy Challenges of Big Data” empha-
sizes on certain gaps in the literature to evaluate possible solutions to a rising
problem in various privacy and security issues in different areas of big data. The
chapter authors have addressed gaps in the literature by highlighting security and
privacy issues that big companies face with recent technological advancements in
corporate societies.
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Chapter “Recent Trends in Deep Learning with Applications” presents the
overview review of understanding the deep learning methods and their recent
advances in Internet of things. The deep learning methods are divided into four
classifications such as Convolutional Neural Networks, Restricted Boltzmann
Machines, Auto-encoder and Sparse Coding. The applications with respect to
Internet of things such as image caption, object detection and visual tracking are
also discussed in this chapter.

Chapter “High-Level Knowledge Representation and Reasoning in a Cognitive
IoT/WoT Context” presents an overview of the Generalized World Entities (GWEs)
paradigm, used to add a semantic/conceptual dimension to the ordinary IoT/WoT
procedures. This chapter have focused on development in effective SWOT
(Semantic Web of Things) applications via high-level Cognitive Science/Artificial
Intelligence techniques. It is necessary to overcome the shortcomings of the present
cognitive/conceptual IoT/WoT approaches.

Chapter “Applications of IoT in Healthcare” focuses on how Internet of things
(IoT) capabilities can be leveraged in providing better healthcare. This chapter also
discusses the key enabling technologies of the IoT (e.g., sensors and Wireless
Sensor Networks (WSN)), their characteristics and challenges.

Chapter “Security Stipulations on IoT Networks” discusses on various attacks
which are possible in the IoT connected network. This chapter will provide readers
with an understanding about the security policies and mechanisms in complex IoT
systems. Moreover, the chapter authors have illustrated the various security aspects
and its countermeasures were analysed and discussed.

Chapter “A Hyper Heuristic Localization Based Cloned Node Detection
Technique using GSA Based Simulated Annealing in Sensor Networks” presents
a Residual Energy and GSA based Simulated Annealing (RE-GSASA) for detecting
and isolating the cloned attack node in WSN. The chapter authors have proposed a
novel Residual Energy and GSA based Simulated Annealing (RE-GSASA) method
is introduced to reduce the energy consumption during data aggregation and
improve the packet delivery ratio.

Chapter “Review on Analysis of the Application Areas and Algorithms used in
Data Wrangling in Big Data” presents an extended review on the analysis of the
application areas and algorithms used in data wrangling in Big Data. This chapter
results show that data wrangling and clustering algorithm can solve medical data
storage issues.

Chapter “An Innovation Model for Smart Traffic Management System Using
Internet of Things (IoT)” discusses about an architecture which integrates Internet
of things and other moving components like data management techniques to create
a model for traffic management and monitoring. The model comprises of a single
platform where this platform will communicate with the large number of decen-
tralized heterogeneous components.
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Audience

The intended audience of this book includes scientists, professionals, researchers
and academicians, who deal with the new challenges and advances in the specific
areas mentioned above. Designers and developers of applications in these fields can
learn from other experts and colleagues through studying this book. Many
universities have started to offer courses on cognitive computing, big data analytics
on the graduate/postgraduate level in information technology and management
disciplines. This book starts with an introduction to cognitive computing and data
science approaches, hence suitable for university level courses as well as research
scholars. Their insightful discussions and knowledge, based on references and
research work, will lead to an excellent book and a great knowledge source.

Vellore, India Arun Kumar Sangaiah
Vellore, India Arunkumar Thangavelu
Mangalore, India Venkatesan Meenakshi Sundaram
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Beyond Automation: The Cognitive IoT.
Artificial Intelligence Brings Sense
to the Internet of Things

Pijush Kanti Dutta Pramanik, Saurabh Pal and Prasenjit Choudhury

“The ability to interact with a computer presence like you would
a human assistant is becoming increasingly feasible.”

—Vint Cerf.

Abstract The Internet of Things (IoT) has already been infiltrated to our everyday
life in the forms of smartphones, smart TVs, fitness trackers, health monitoring
systems, smart watches, vending machines, smart meters, city traffic, building
security systems and much more like this. It has steered the automation to a new
high. But IoT alone has limited capability. To reap the actual benefit of IoT, it has to
be intelligent. In this chapter, we have reasoned why IoT needs Artificial Intelli-
gence (AI). The intelligent IoT that we discuss here, is termed as the Cognitive IoT
(CIoT) . Cognitive IoT uses a new computing paradigm called Cognitive Com-
puting, often popularly dubbed as the third era of computing. Cognitive Computing
will make IoT more sophisticated, more intelligent, and more interactive. This
chapter essentially focuses on the convergence of IoT with Cognitive AI. In
addition to introducing a preliminary idea of Cognitive Computing, the chapter
discusses several aspects of CIoT. It explains how Cognitive Computing has been
used in IoT through different forms such as Cognitive Network, Cognitive Devices,
and Cognitive Analytics. The desirable properties of the CIoT are mentioned.
A special discussion is presented on how CIoT has taken automation to a new level.
Realizing CIoT is not straightforward for the reason that it is a complex system and
is quite different from other computing systems we have been familiar with. The
implementation challenges along with the societal and ethical apprehensions of
CIoT have been identified and discussed in detail. The business world is showing
great interest in IoT and subsequently in CIoT. Considering that, we have high-
lighted the business values of CIoT and some prospective application areas along

Vint Cerf, a “father of the internet,” in “Your Life: Vinton Cerf” interview by David Frank
in AARP Bulletin (December 2016, Vol. 57, No. 10, p. 30.).
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with a few prominent use cases. But, will excessive adoption of AI and tendering
human-like intellect to inorganic devices be a threat to the human race? Do we need
to be warned? A rational discussion on that has been presented before winding up.

Keywords Cognitive IoT ⋅ Internet of things ⋅ Cognitive computing
Artificial intelligence ⋅ Machine learning ⋅ Automation ⋅ Cognitive automation
Business analytics ⋅ Cognitive analytics

1 Introduction

We wondered when in 1997, Deep Blue, a supercomputer from IBM, defeated
Garry Kasparov by 3,5: 2,5 in a most inciting showdown in the chess history. We
were awed how a machine can outperform a human brain! Since then, we have
witnessed the further revolution in computing as the machines have become more
intelligent day-by-day. Today we are on the verge of the era of the smart world
where everything is supposed to be done automated and proactively without or
minimal human intervention. And the technology that is supposed to take us to that
fairy world is known as Internet of Things (IoT) . IoT refers to a connected system
where anything that is addressable in the digital universe, can be connected via the
Internet. This omni-connectivity allows devices to share data effortlessly and
sharing data makes systems smart. For example, combining the traffic sensor data
can give an overall picture of the traffic status of a city. Similarly, the activities
going on in a smart home can be perceived by interpreting the data collected from
different sensors planted at the home. The pervasive presence of IoT devices has
made our life smart. For example, while returning home from office we can instruct
our micro oven, through our smartphone, to warm up the pizza; or a wearable
gizmo that has an embedded sensor for checking sugar level can remind us to take
the insulin dose when the sugar level is high. But we want more. For instance, the
room light will be off when we say good night; or on the way to our office, our car
radio should brief the morning headlines on its own. Moreover, if the morning flight
is delayed, the alarm clock will adjust itself accordingly, allowing us to slumber a
bit longer. Well, these are achievable, but not by IoT alone. We have to make IoT
more intelligent. We have to impulse cognition to the IoT as such that it becomes
the extended version of human. For that, we require infusing IoT with Artificial
Intelligence (AI). These two technologies can blur the line between sci-fi and a new
high-tech reality. In fact, without AI we cannot attain the full potential and vision of
IoT; we won’t be able to pluck the entire bunch of fruits from the IoT-tree. AI can
add more advanced control features and autonomous behavior to the smart world.
The AI which goes beyond normal machine intelligence to cognitive reasoning and
rationalizing problem solutions like human intelligence is cognitive AI. Cogni-
tive AI, a special arm of AI, in which a machine is loaded with the features of
human thought process, plays a vital role in bridging the gap between human and
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machine. It turns the unintelligent machine to one with humanoid intelligence,
enabling machines to learn, reason and communicate with humans (and vice versa)
in natural language. Cognitive Computing that refers to the practical enactment of
Cognitive AI through computing model, adds a new layer of functionality to the
existing IoT architecture. This is known as Cognitive IoT (CIoT) that learns,
applies sense, and takes a decision and convey that to the humans. CIoT will allow
realizing the full potential of the IoT and will take the relationship between the
human and the physical things to an unforeseen echelon by making inorganic things
more intelligent, intuitive and interactive [1]. In short, CIoT will augment the
current IoT with the added cognitive ability very much similar to human cognition.

The rest of the chapter is organized as follows. The next section discusses how
IoT is related to automation and AI, in general, and the need for AI in IoT.
Section 3 discusses the basics of cognitive systems and Cognitive Computing with
a special discussion on how Cognitive Computing is different from automation.
Section 4 explores different aspects of CIoT including the properties and imple-
mentation challenges. Section 5 highlights the business values of CIoT. Sections 6
and 7 look at the prospective application areas and some use cases of CIoT
respectively. Section 8 brings up the hypothetical apprehensions about CIoT and
excessive adoption of AI. And at the end, Sect. 9 concludes the chapter.

2 IoT and AI

2.1 Internet of Things

The Internet is the interconnection of several computers in a global range. IoT has
extended the vision of Internet further. Here, not only computers are interconnected,
rather all the entities on the earth should be connected. The motto is that “Anything
that can be connected will be connected” [2]. The term ‘Internet of Things’ was first
coined by Kevin Ashton, a British technology pioneer, in 1999. The basic goal was
to capture and share data in an automated and pervasive manner. The ‘things’ in IoT
can include anything from a smart-watch to a cruise control system. But the
common factor is that every object is consisting of some type of sensors (e.g.
temperature, light, motion, etc.) or actuators (e.g. displays, sound, motors, etc.).
These sensors and actuators are often part of a larger ‘things’ where a number of
them are embedded. The other components of the IoT ecosystem include the
computing resources (to process the sensed data locally or remotely) and the com-
munication medium (Bluetooth, ZigBee, RFID, etc., for short range and the Internet
for long range). The IoT devices sense or read their surroundings or the environ-
ment where they are embedded. The sensed data are processed and analyzed to
acquire information and knowledge on the basis of which some definitive action
may be taken. Actually, the essence of IoT is to make any information available to
anyone and anytime across all the barriers [3]. IoT devices can do their work
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autonomously i.e. without any explicit external command. They independently
collect information and exchange them proactively with other IoT devices within
the network. The gathered data are analyzed in runtime or later either manually or
by the machine to infer information. The applications of IoT have been seen in the
wide range of domains such as manufacturing sector, logistic, transportation,
agriculture, medical and healthcare, home and building automation, smart grid,
service sector, etc. The advancements in technologies that have led to cheap sen-
sors, cheap processing, and cheap bandwidth with ubiquitous wireless coverage and
smartphones, have provided an effective ground for IoT to harvest information from
the environment and interact with the physical world [4]. This has abetted in
minimizing the gap between the physical objects and the cyber world, which has
made easier to control these devices. In short, by means of the ubiquitously and
universally connected devices, IoT has taken us to the new possibilities of a smart
world for a smart living.

2.2 IoT and Automation

Earlier, we stated that the motto of IoT is to connect everything wherever possible.
But why do we need to connect all the things? The answer is very clear and simple
—to automate. As we pointed out in the last section that improved relations
between the physical objects and the cyber world with intensified connectivity have
allowed us to control these devices better and more effortlessly. Indeed, a sense of
automation came into the picture.

The advantageous aspects of IoT have led industries/businesses to take IoT as a
new step towards automation empowering centralized controlling and management
[5]. The IoT-based automation can reduce the operational cost, as compared to the
manual procedure, through automated control and management of isolated and
independent devices by connecting and making them communicate with each other
[6].

In the manufacturing plants, IoT has immense potential for automation for more
responsive and effective operations. Smooth communication among devices like
sensors, actuators, analyzers, and robots enhances the manufacturing performance
and flexibility [3]. The data obtained from these devices can be used for governing
equipment status, energy management, condition monitoring, load balancing,
tracking and tracing systems, etc. [3]. Integrating these data with the ERP system
can take the automation in the organization to a ‘never achieved before’ level
through real-time observation of the overall operation and production process. If
required, machines communicate to each other to adapt to changed conditions even
without any centralized controlling [3].

IoT integration and tracking goods for delivery using GPS and RFID tech-
nologies automate the supply chain management. Logistic service can be automated
and controlled centrally through continuous monitoring of the location, expected
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time to arrive, and the status of the product and environment (e.g. temperature,
humidity, etc.) while in transit ensuring the quality [7].

Connecting an equipment to the IoT will enable the manufacturer or the dealer of
that equipment to provide better preventative maintenance as they will be well
aware of the condition of the equipment through the stream of data that the
equipment sends with the help of IoT [8].

The retail sector also has huge advantages in inventory management by incor-
porating IoT. For instance, detecting low stock by smart shelves, notifying cus-
tomers about discount offers as they enter the store, tracking goods for smoother
supply-chain management, etc. [5].

Besides business and manufacturing, IoT-based automation has been adopted in
other segments such as automated home and building, cities, shopping mall,
transport etc. Automated homes and buildings will enhance the comfort and stan-
dard of living to a great extent. For example, temperature and luminosity of lights
will be automatically adjusted depending on the situation and peoples’ presence in
the room [5]. Likewise, building security systems can automatically detect any
unusual activities and irregularities, etc. IoT applications in transport can send the
information about a traffic jam and potential delay to the traveller’s smartphone by
assessing the real-time traffic condition automatically.

2.3 IoT Is Not AI

Going through all the wonderful stories about ‘smart’ness and automation, if you
get confused and think that IoT is nothing but AI only donning a latest fancy
technical jargon, you are surely not to be panned, particularly if you are a newbie in
the world of IoT. Yes, the promises IoT has offered very much sound like AI. In
fact, they are closely related, though not exactly same. To make things clearer, let
us refer to the standard definitions of the both.

AI is defined in Merriam-Webster as:

An area of computer science that deals with giving machines the ability to seem like they
have human intelligence.

Whereas, IoT is being defined by Gartner as:

Network of physical objects that contain embedded technology to communicate and sense
or interact with their internal states or the external environment.

The primary object of IoT is to connect the objects which are connectable. Here
the ‘intelligence’ (to be technically correct, we should state it as knowledge) come
from the sharing of data and streamlining these data to the proper channel. But the
purpose of AI is to program the machines such a way so that they can take decisions
independently without any human intervention as such that they have their own
intelligence to think and reason necessary for taking decisions. So, the emphasis in
IoT is the ‘connection’ whereas, in AI, it is the ‘intelligence’.
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In the perspective of Computer Science studies, AI is a stream of study having
many sub-branches such as Machine Learning (ML) , Neural Networks, Fuzzy
Systems, Genetic Algorithm, Natural Language Processing (NLP) and much more.
Every sub-branch of AI contributes to putting intelligence into the machines in
some way or other. Whereas IoT is a descendant technology which incorporates the
properties from many streams of Computer and Electronic Sciences such as
Computer Networks, Communication Technology, Wireless Technology, Sensor
Technology, Mobile Technology, Distributed Computing, Data Science and lots
more. To sum up, many fields of study diverge from AI whereas IoT is the outcome
of converging multiple fields of study.

2.4 Need for AI in IoT

From the previous section’s discussion, we understood that IoT and AI are not
synonymous but far-off distinct. So why is it necessary for IoT to get married to AI?
The answer is very obvious—to get the best out of IoT. Initial IoT applications did
not possess any decision-making skill, which caused failure to achieve the desired
performance level. The word ‘intelligence’ was missing from the IoT. AI makes IoT
intelligent. AI has transformed IoT to an intelligent entity, capable of behaving
decisively on the basis of past data and events. Furthermore, it can automatically
train, learn and troubleshoot future issues up to some good extent. Automating IoT
incorporates AI so as the decision can be taken autonomously for the management
and controlling of IoT. IoT comprises a complex network that includes billions
devices and sensors. Managing this kind of system is very costly and gruesome
task. This demands automatic monitoring, management and self-* (self-configuring,
self-protecting, self-organizing, self-reliant, self-healing, self-aware, self-learning,
and self-adjusting) properties of IoT to minimize the human intervention and
thereby reducing operational cost [9]. For that, it is essential to imbue AI into IoT.
The increasing connected devices, demands for real-time adaptability and smartness
to manage up the intended service operations. AI incorporates reasoning and
decision making skills to IoT, leading to smart functioning. AI adds a new layer of
functionality to the existing IoT architecture, leading devices to decision making,
reasoning, and learning. Thereby transforming IoT into an intelligent entity capable
of behaving decisively over past data and events. Furthermore, it may automatically
train, learn, and troubleshoot future issues up to some good extent. AI enabled IoT
sense other things it needs when connected to the Internet or local network. It builds
up intelligence from the pattern it observes on various data it acquires from the
surrounding and the network and makes intelligent decisions. ML can be used to
improve efficiency. Using AI in IoT applications has manifold advantages:

• Enhance user experience.
• Learn pattern and behavior of an applied system automatically.
• Identifies anomalies and conflicting situation.
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Only IoT devices themselves are not worthwhile, much like our body without a
brain. It is the data that IoT devices generate is valuable. The data that would help
doctors to have real-time information about a patient condition, enabling decision
making across the industry, managing home appliances, communication and nav-
igation in transportation, and other numerous applications. The rapid expansion of
devices, sensors, and connectivity produce sheer volume of data. But again, just to
capture the data is not sufficient. To utilize IoT to its full potential, the vast amount
of data generated out of millions of IoT devices are to be utilized judiciously. We
need to take out the actionable knowledge from the data. These data contain
valuable insights on what is working and what not. The big challenge is to analyze
the data to crave right information at right time. Maximum of the IoT data has
actually never been put to use. The traditional methods for data analysis are
incapable to handle the sheer amount of data IoT generate. AI can boost the
accuracy, quality and speed of data analysis. By applying intelligent algorithms,
human-like intelligence can be extracted from the IoT data [10]. Various AI, ML,
and other related algorithms like evolutionary algorithm, genetic algorithm, etc.,
have been found to be effective in achieving automated decision making skill.
Incorporation of intelligent algorithms/software in IoT data analysis combined with
data from other business sources breed statistical information and summarization,
reinforcing a future prediction scenario. This alleviates in new system plans,
resulting in increased productivity and operational efficiency, which was otherwise
unattainable before [6].

Besides sensing data for a situation, IoT must be quite aware of different
anomalies like faulty sensors, incorrect data acquisition, missing data, and data
ambiguity to keep the system integrated and sustained. Use of AI plays a crucial
role in monitoring sensors, network, and other devices using intelligent security
algorithms.

Unquestionably, AI leads to autonomous decision making and self-management,
but subjected to the question—to what extent intelligence should be applied to IoT?
Because of the scattered network architecture of IoT with varying heterogeneous
devices having a different energy level, it is quite reasonable to have reservations
about the degree of intelligence conferred to each IoT nodes. For the nodes are
enabled with limited AI, resulting in, autonomous decision making on what, when
and how much to process. This will restrict devices to over-process and be over-
active thus saving a significant amount of energy which is very crucial for IoT
devices that are typically energy scanty. Again, too much autonomy can make the
whole system unpredictable which may defy the system design goal. There is also
need to understand the trade-off between centralized and distributed intelligence.
Centralized intelligence is sophisticated and less complex while distributing intel-
ligence at the edges and nodes of network make IoT more autonomous and scalable
but at the cost of complexity in terms of implementation.

Nevertheless, AI is already being used in IoT for the better upshot and the future
offers incredible opportunities for us to look beyond horizons. We just need to make
sure to grab the right opportunity that transforms our lives.
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Various areas of IoT and AI enabled IoTs are evolving and require further
research. Various automation related opportunities in the field of IoTs are still in
their infancy and AI to resolve the challenges and issues. The current research area
is quite emphasizing to train things to perform as expected and furthermore on how
well they communicate. The future research may focus on how to make things
better and smarter.

3 Cognitive AI and Cognitive Computing

3.1 Cognition, AI, and Cognitive AI

The term ‘cognition’ has been derived from the Latin word cognito which means ‘to
think’. The Cambridge dictionary defines ‘cognition’ (noun) as “the use of a
conscious mental process” and ‘cognitive’ (verb) as “connected with thinking or
conscious mental processes”. Cognition emphasizes on the process how one learns,
remembers, and reasons rather than any particular fact that one has learned. Cog-
nition had been originated from philosophy and gradually transcended to psy-
chology. Cognition is a general term used in diverse disciplines. For example, the
psychologists use the term ‘cognitive psychology’ where they study how people
think and their behavioral process whereas the term ‘cognitive therapy’ is used by
the psychotherapists to refer the treatment of the people suffering from the mental
illness that tries to change the way they think.

‘Intelligence’ has come from the Latin word intelligere which means ‘to pick
up’. Fundamentally, AI refers to the capacity of a machine to learning or under-
standing and out of some given options, which action to be taken and when. AI can
perform only those tasks which are defined by clear-cut rules and are hard-coded by
the human. This means that the success of AI systems depends largely on the
perception and anticipation of the probable complex scenarios by human and their
ability to code the solution logic and assimilate it to the system. To get rid of this
restraint, the AI people have espoused cognition and propelled beyond the study of
human thinking and behavioral process. They termed this amalgamation as Cog-
nitive AI regarded as the natural extension of the present AI. The purpose was to
emulate the cognition process into the non-living objects, to be specific, the com-
puters and machines, to make them intelligent, really brainy which otherwise
cannot be possible through other conventional AI techniques. Cognitive AI plays a
vital role in bridging the gap between human and machine.

3.2 Cognitive Computing

Over the last hundred years, computing technologies have evolved dramatically.
Advancement in AI has lead machines to learn and empowers to reason,
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transforming machines to a ‘thinking device’, to what we refer as cognitive device/
system. It is the evolution of software approach which mimics human cognition into
machines leading to the dawn of new era of computing a ‘cognitive era’ [11].

Cognitive systems are fundamentally different in comparison to other forms of
computing available or practiced in past. The cognitive system continuously learns
from its interaction with data (structured or unstructured), people, and situation and
thus eventually improves its learning and reasoning capabilities [12]. As the
learning of a human brain gradually evolves from birth to adulthood, a cognitive
system also learns over time through the experience and information it gains every
time it interacts with other systems [13]. The auto-learning features ensure that
cognitive system may never go outmoded but only get smarter with time. It reasons
with purpose, infers meaning and interacts with human, naturally. This paradigm
shift in computing approach from rule-based to learning and reasoning will change
the future computing [14].

Cognitive Computing profoundly applies agent-based technology. In situations,
intelligent agents comprehend high-level objectives and learn autonomously on
how to accomplish the objectives. The system interacts iteratively with outside
world to learn, purposefully reason, and consequently, update till the objectives are
not achieved [11]. By the processes of learning, Cognitive Computing gets better
over time and builds its own world of knowledge. With time, the error margin
reduces and the quality of analysis and prediction improves. As with time, Cog-
nitive Computing develops deep domain expertise, thus dependency in comparison
to the expert systems could lead to a better decision whether in healthcare, finance
or customer service [1].

Cognitive systems are not programmed in prior rather they are designed to
augment themselves by learning through training, interactions, previous experience,
and past reference datasets [13]. Thus, in contrast to conventional programmable
(von Neumann) computers, Cognitive Computing does not limit itself within the
deterministic boundaries. It brings a dynamic essence to the systems by continu-
ously sensing and learning from the surroundings and enhancing its
decision-making capabilities [15]. Cognitive technologies extend the capability of
computers in executing the tasks usually performed by humans such as handwriting
recognition, face recognition, and other tasks which require human cognitive skills
such as planning, reasoning, and learning from complete or incomplete data [16].
The fact that the applications that incorporate Cognitive Computing do not follow
any pre-programmed logic with specific rules raises the obvious question on the
performance, complexity, and effectiveness of these applications. The performance
of a cognitive system for a database with n records and m fields, essentially by
brute-force method it could be O(nm2). But for the system trained well, it could
perform close to the best case which asymptotes to O(n). The longer the system run,
the faster it performs [17].

Real world scenarios are random, chaotic, uncertain and ambiguous which leads
to problems that are dynamic, information-rich, changing and conflicting in nature.
Cognitive Computing apprehends the situation by taking into account the infor-
mation source, influencing factors, and contextual insights. Context includes

Beyond Automation: The Cognitive IoT. Artificial … 9



features which describe what, when, where, and how an entity is engaged in its
environment and the specific process to which it is involved with. Context provides
serendipity to find suitable solution pattern in the massive and diverse collection of
information, which may be a suitable response to the need of the moment.

Cognitive Computing is the blend of different capabilities as ML, NLP, cogni-
tive vision, reasoning and learning, etc. Leveraging these capabilities, Cognitive
Computing unlocks the information from massive data to develop deep and pre-
dictive insights [18]. The output of Cognitive Computing may be prescriptive,
suggestive or instructive [19].

By exploiting past errors and success, cognitive systems help machines to learn
and teach humans new concepts and/or behaviors [20]. The unique combination of
analytics, problem-solving and communication with a human in the natural form
[21] redefines the relationship between human and machines, whereby machines
augment human in decision support and reasoning.

3.3 Beyond Automation

Is there really any difference between automated systems and the cognitive systems?
Or is it just another technological gimmick? Well, practically speaking, they are
different, fundamentally, by far. For instance, a sensor device can take some action
according to the data it senses. This is automation but not cognitive. Let us elaborate.
When we enter to our smart room the light is automatically turned on. This is
automation. If the light changes its incandescence and probably the color according
to time, weather and my mood, it is cognitive. When we step out of our room and
shut the door, the lights are off. This is automation. But when we go to bed and wish
good night to the room lights, they turn off. This is cognitive. Traditional automated
systems can not perceive or express humanly emotion. In contrast, cognitive systems
incorporate emotional behavior in their interaction [1]. The automated systems are
pre-configured and hard-coded by the human. They follow rigid definitions and
rules. Cognitive systems are soft coded and able to define their own rule. They make
themselves complete through continuous learning by experience. The automated
systems are good in operating on structured data, grasp it and organize into mean-
ingful and well-directed data whereas cognitive systems, in addition to these basic
chores, can handle unstructured data, learn and infer extra knowledge through each
process and reuse the learning [1]. They are able to filter out and focus on the
meaningful events only. Almost a century ago, when Ford introduced the assembly
line, the elementary form of early industrial automation, the purpose was to save
working hours from repetitive manual tasks. Since then, automation has been
adopted in several industries so that the lower level workers can concentrate on more
complex and creative tasks that machines can’t handle. It helped organizations to
reduce labor cost and time-to-market, eliminate inefficiency and augment overall
production process. The application of cognitive technologies is extending
automation to new areas that have never been thought of before. By adding cognitive
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abilities to the existing automation, not only the basic processes will be executed
faster, but human aptitude and judgment can be emulated to the automated systems
quickly and at large scale [22]. Not only machine automation, it offers automation of
knowledge work that can help companies become more efficient and agile in their
businesses. It will take industries beyond mere automating processes at the lower
level to provide significant decision-making knowledge to all level of employees and
allow them to acquire high-end skills to take up and solve problems they previously
did not have the source and time to work on [23]. The original purpose of automation
was pure business oriented and that was to save operational cost. Though CIoT is
receiving significant attention from the business community, the primary purpose of
CIoT is to make people’s life smarter and chilled out by taking us way beyond the
unadorned and artless automation.

4 Internet of Things and Cognitive Computing

4.1 The Cognitive IoT

The purpose of the IoT is to eliminate the boundary between human and the
physical world by personally connecting to our surrounding objects and sharing
information about them with us, as naturally as possible. But owing to the com-
plexity and the scale of IoT, that cannot be realized by the basic form of IoT [24].
To reap the absolute benefit from IoT, we need to employ Cognitive Computing as
an add-on what we call as Cognitive IoT (CIoT). CIoT is aimed at improving
performance and to achieve intelligence of IoT through cooperative mechanisms
with Cognitive Computing [25]. Today’s IoT generally focuses on sensing its
surroundings and act accordingly. The decisions taken by the devices connected to
IoT are generally based on pre-programmed models. They can infer based on the
sensed data available. But they are not full-fledged autonomous systems which can
take their decisions very much depending on the immediate context. By infusing
sense into IoT, Cognitive Computing enables IoT to interact dynamically with other
connected objects, as well as adapt to the present context through continuous
learning from the environment. They will be able to observe, filter, and recognize,
very similar to humans, and also assimilate that information to excerpt actionable
knowledge and meaningful patterns [1]. They will understand the context based on
the domain where IoT is applied and act accordingly [13]. Cognitive Computing
can be exercised, principally, in three different facets of IoT as described below.

1. Networking aspect: The networking aspect of CIoT is basically an extended
concept of cognitive radio [26] and cognitive networks [27, 28]. Cognitive
networks try to achieve the optimum performance by adapting to the present
condition of the network. Using cognitive networks, the CIoT can make intel-
ligent decisions through comprehending the current network condition and
analyzing the perceived knowledge [25]. Thus, CIoT can take up necessary
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adaptive measures to maximize network performance and minimize latency
which is crucial especially to the time-constrained applications. It also considers
the route that requires less energy for data communication because the sensor
devices normally have limited battery life. It helps saving energy also by
dynamically establishing demand-based connection and disconnection among
IoT devices. The cognitive network can increase network capacity through
intelligent multi-domain cooperation that will be a big boon as the volume of
IoT data is growing incredibly [25].

2. Behavioral aspect: Like humans, the IoT devices are also intended to sense the
inputs, in the ideal case, in the form of vision, sound, taste, smell, and touch.
The human mind is naturally capable of negotiating and collaborating with these
ecological inputs, process them, and reason the output [1]. Embedding cognitive
technologies to the IoT devices makes them intelligent and sensible much like a
human. In addition to their normal properties i.e. sensing the surroundings and
sharing this information, by mimicking human cognition capability, they will be
capable of learning, thinking, and comprehending, by themselves, both the
physical and social worlds [29]. The cognitive things can take actions on their
own and interact directly with humans by understanding and use their (human’s)
language [15]. To recognize and to differentiate among users are the precon-
ditions of learning. Cognitive devices should be able to recognize different users
through a variety identification attributes such as the face, fingerprints/touch,
voice, and usage pattern [1]. According to the learning from previous interaction
experience, they will be able to adjust their future interactions. CIoT not only
can sense but also learn to anticipate, along with time, different emotions and
respond accordingly [1]. They are able to adjust their response according to the
mood and the changing emotions of other systems they are interacting with.

3. Data analytics aspect: The extensive application of IoT is producing enormous
data and in the coming years, it will become the largest source of digital data in
the world. Processing and channelizing this huge amount of data into the right
direction and utilizing them for purposeful usage will become a challenge. In
most of the IoT applications, the maximum chunk of these data is discarded just
because of lack of capacity to handle the data of this size. Even if in some cases,
the Big Data platforms such as Hadoop are used to store all these data, they are
not being fully utilized due to the technical limitations of these platforms and the
computers [30]. The traditional approach of programming that is based on series
of conditional statements are not sufficient to handle this enormous amount of
data [24]. Something special is required to facilitate all the blended transactions
for the smooth functioning of these smart devices. Something special is required
to mine and understand the multifarious and unstructured data generated out of
these devices. Cognitive Computing is that special thing. The probabilistic
nature of cognitive systems enables us to square with the voluminous, complex,
and unpredictable IoT data [24]. IoT data can be converted into intelligent data
through cognitive techniques which should aid organizations in automating
tasks, designing better products, and innovate new customer-centric services
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[31]. CIoT will recognize the organizational goals, accumulate, integrate, and
analyze relevant data to help businesses achieve those goals [24].

4.2 Properties of Cognitive IoT

CIoT is inherently distributed as well as pervasive in nature. Hence most of the
aspects of these two computing paradigms are expected to be engrossed by CIoT as
well. Apart from those, some other standard (and desirable) properties of CIoT are
mentioned below [19].

Self-learning: CIoT should require minimum explicit programming. It will
continuously learn from the environment, the dealing with other entities, and from
the events and continuously improve itself. Ideally, the learning should be unsu-
pervised rather than supervised i.e. they should learn by themselves without any
pre-set parameters. Cognitive Computing works based on continual hypotheses
formation. Every time CIoT learns something new it seeks approval from the
existing hypotheses [17]. Depending on the outcome it updates its memory.

Probabilistic: CIoT is not structured either deterministic i.e. it cannot be defined
by formal language. It interprets the input and the context probabilistically.
Deterministic systems are designed to follow the algorithms that are expected to
adhere to the pre-set pattern and support specific data sets. Whereas CIoT does not
follow any pre-set pattern. It sets out with a hypothesis, learns as it goes on, and
exercises statistical methods to find a correlation between the new findings and its
hypothesis. Based on the outcome it may change the previous hypotheses and
possibly will find a new course of operation.

Adaptive: It must adapt itself to changed conditions (both physical and logical)
[32]. It should also learn to adjust itself as information changes as well as when new
objectives and requirements develop and update the acquired knowledge in the case
of any modification [19].

Flexible: The self-learning and adaptive capabilities give CIoT a lot of flexibility
in ingestion and processing of input data. If, for example, while processing, an
unwanted data or variable comes up, CIoT will adjust its processing model to
incorporate that deviance, unlike the traditional IoT where the program may have to
be rewritten [17]. This becomes very expedient in the unpredictable environments,
especially where the content itself keeps evolving.

Dynamic: CIoT must be able to handle real-time (both soft and hard) data. It
should possess the dynamic capacity to process and analyze data on-the-fly.
Moreover, it must resolve ambiguity dynamically and also deal with
unpredictability.

Interactive: CIoT is designed to be interactive with people (users), machines,
and other automated services. CIoT is especially remarkable for its ability to
interact with people in a fully human way. Interacting capability using natural
language makes it very powerful. It can take input from natural language or
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unstructured text and give output in the same form [17] and mainly due to this,
CIoT has gained widespread applicability be it personal or business application.

Iterative: Self-learning is always an iterative process. CIoT also follows the
iterative pattern: make a hypothesis—learn further—update the hypothesis.

Stateful: CIoT has memory. It remembers the states of every transaction and is
capable to trek backwards and forward to locate something if needed [17]. Because
it is a self-learning, adaptive, and iterative system, it must retain the previous
interactions and acquired knowledge at on every occasion so that they can remi-
nisce whenever required.

Unstructured data friendly: CIoT can handle most of the unstructured data
types [11]. This has allowed it to be integrated with the majority of the data sources
in the world thus, increasing the scalability and the scope of knowledge acquiring.

Highly integrated: Though each individual device in CIoT works (sense and
learn) independently and most often autonomously, they all team up focusing to
contribute to a central learning system. In that sense, every device is closely bonded
to each other through continuous interaction, sharing information, and updating
own knowledge accordingly [33].

Scalable: Working range of an IoT can be confined within a small room or
expanded over a whole city. The pervasive and ubiquitous application of IoT makes
it essential to support appending (or removing) of mobile devices to (or from) the
system dynamically. Therefore, CIoT should support highly real-time scalability. In
this aspect, one thing goes in favor of CIoT that it makes fewer redundant calcu-
lations, which is very crucial for scalable systems [17].

Context- and situation-aware: The validity of IoT data and inferred knowledge
depends on the particular contextual and situational information such as time,
location, application and administrative domain, regulations, user’s profile, process,
task and goal [19]. CIoT is able to identify, read, and extract this information and
apply correspondingly.

Self-management: The extraordinary scale of CIoT makes it impossible to
manage manually or even using automated management tools. It is ought to be
self-managed. There are different elements of management of CIoT. Of them, some
important ones are:

• Diagnosis, troubleshooting, and maintenance. Ideally, CIoT should diagnose
and troubleshoot itself besides regular maintenance, without any human inter-
vention. It should be able to observe the behavior of its components, assess the
state, and predict likely trouble spots [1]. Through this proactive tricks, the
unnecessary interruptions can be avoided. For scheduled maintenance, which
includes battery replacement, network inspection, other hardware looking over,
etc., CIoT will automatically find a suitable slot for this so that the maintenance
downtime is minimum and least hurting for the business. The system will
intuitively decide when to repair parts and to replace in case of worn out.

• Fault tolerance. Since IoT devices are delicate and error-prone and generally
works over wireless networks, there is every possibility of frequent fault
occurrence. CIoT should be able to recover, if possible, or mask these faults.
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Most of the IoT applications gives output as events based on some triggered
action. So, it may be confusing to differentiate between an error condition and a
trigger event. CIoT should mark this distinction correctly by applying its
intelligence.

• Performance management. CIoT will not only be able to point out the reason for
performance degradation, it will try to resolve the snag either by reconfiguring,
if possible, the deficient component or replacing it or bypassing it [1].

• Configuration management. As discussed above, CIoT is supposed to be scal-
able to accommodate new devices and applications. When new devices are
added (or exits) or application program is modified, it should spontaneously
adjust to the new configuration according to the modified settings. Any problem
caused due to change in network configuration, especially in the case of cog-
nitive networks, should be smoothly resolved on its own.

• Security management. It is no way deniable that IoT is seriously vulnerable to
security threats. CIoT should anticipate these threats and shield itself
accordingly.

4.3 The Pillars of Cognitive IoT

Endowing cognition to non-living objects is not easy. We require to provide them
with the interfaces through which they will interact with the outer world like eyes
and ears in humans. They have to be empowered to be able to comprehend the
inputs they get through these interactions, interpret them in the context of the event
and deduce to some logical and rational response. They also have to be trained to
understand and respond in the language used by humans for natural communica-
tion. In fact, to build successful cognitive systems, every facet of human cognition
should be meticulously simulated on those objects. For that, different fields of study
in AI (Fig. 1) are to be consulted. For example, ML will mimic the brain to enable
CIoT to learn themselves without any supervision. Machine vision will be used to
give CIoT the eye. Speech recognition will give CIoT the ear as along with NLP
they will be able to understand human language and also respond in the same. The
ontology will give a uniform knowledge scheme irrespective of any differentiation
in vocabularic terms and names. Out of those, the three most significant fields are
discussed briefly in this section.

Machine learning. ML is one of the major wings of AI in which we keep track
of the past events and activities of what a machine has performed and create a future
expectation from this learning. It refers to a learning technique whereby machines/
computers (more precisely the algorithms) learn from a set of past data (input and
outputs), thereby detecting patterns and inferring information by using a bunch of
mechanisms based on statistics and mathematical models. The methods iteratively
learn from the data and find the hidden insight without being notified where to look
in the data set. Based on specific training over datasets from a number of test-cases,
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it can make an opinion about data and learns intrinsic data pattern. Upon exposition
to some unforeseen event/data, based on its learning experience ML can classify or
annotate the data and can take necessary action.

ML involves various techniques and learning algorithms from Statistics,
Mathematics, Computer Science and Neuroscience. These algorithms and tech-
niques are categorized as supervised and unsupervised learning algorithms. In
supervised learning, machine learns from set labeled test case whereas in unsu-
pervised learning the machine learns from unlabeled test data. In the absence of
labeling, machine identifies and correlates the data itself. Bayesian Statistics,
Hidden Markov, Neural Network, Support Vector Machine, Decision Tree, Prin-
ciple Component Analysis, k-mean algorithm, etc., are the popular examples of the
different algorithms and techniques in ML. Further, with the involvement of cog-
nitive science, this ML becomes more human-prone behaved.

ML applied to business and industry, produces accurate real-time information
and predicts future events [34]. ML has a significant potential in IoT appliance in
real life and business application domain. ML in IoT follows an iterative process
where the necessary action taken by the ‘things’ is taken back as feedback to learn
more and thus improving the learning model a bit more. ML is employed to analyze
the IoT data and build an analytical model for future predictions. Real-time data
sensed by the ‘things’ are analyzed over the model to provide real-time information.
The data is transformed into machine knowledge which gives a clear insight into the
IoT world [35]. Examples of ML in the IoT-based applications are: detecting
anomalies and defective parts in the avionic industry, finding an anomaly in logistic
operation and also their cause and effect, monitoring running status of elevators and
resource consumptions by a building etc. ML is required for different purposes in
IoT applications such as speech recognition, computer vision, bio-surveillance and
robot control [36], smart meters, analyzing traffic congestion, pollution measure-
ment, weather prediction, traffic control, city management, health monitoring etc.
[35].

Computer vision. Computer vision involves processing visual data (video or
image), to extract the meaningful information out of it. One of the persistent
challenges that have attracted researchers’ attention is identifying objects or things
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in video and their relations. Techniques like ML algorithm and geometrical oper-
ations have been found commonly applied in various research to process video data
in the frame by frame manner. Processes like feature extraction, feature matching,
keypoint detection and description, key point matching and object class recognition
are frequently used to recognize the contents of the image and their spatial and
temporal relationships. In general, computer vision process involves feature
extraction of the image in question and matching that to stored images. This enables
to recognize the class of the object and further drawing the relationship among them
over the time. In this direction, over the last decade computer vision has really
moved towards cognitive vision with the capability of semantically identifying the
objects in the captured image and video and further reasoning and correlating them
logically.

Cognitive computer vision definition is presented in [37] as:

A cognitive vision system can achieve the four levels of generic computer vision func-
tionality of detection, localization, recognition, and understanding. It can engage in pur-
posive goal-directed behavior, adapting to unforeseen changes of the visual environment,
and it can anticipate the occurrence of objects or events. It achieves these capabilities
through learning semantic knowledge (i.e. contextualized understanding of form, function,
and behavior); through the retention of knowledge about the environment, about itself, and
about its relationship with the environment; and through deliberation about objects and
events in the environment (including itself).

Cognitive vision presents a strong ground to achieve robust, resilient and
adaptable computer vision having ability to learn, cognition to adapt to the new
strategy for interpretation and analysis. It requires attention from two separate
fields: computer vision and cognition involving an array of disciplines like Com-
puter Science, Psychology, Neuroscience, AI, Mathematics, and Statistics etc. [37].
In [38] neural network technology has been used to realize how human visualize. in
the form of symbols. Correlation between the symbols in terms of spatial dimension
and their relationship in the physical world is modeled. Semantic interpretation is
inferred between the object and the physical world.

IoT interacts with the environment in various ways. To interact meaningfully
with physical objects, information about them are required to be known first.
Computer vision has advanced by a big leap in identifying real life objects, which
serve better visibility in identifying what entity the system is interacting with. In
recent years, with technological development, mobile devices are getting smarter
with almost all the mobiles have camera and internet connection. A huge population
across the globe do possess smart mobile devices which has enabled to realize IoT
in large-scale. The potential of these devices can be harnessed for reaching IoT to
each and every corner in the physical world. IoT associated with computer vision
can endeavor endless possibilities, to reason the events that are taking place in the
physical world. Visually identification is more natural in comparison to object
identification using marker technique (RFID, QR code, Barcode) in terms of
scalability and anonymous object identification. The advances in computer vision
have led IoT in the voyage to discover the endless limit to recognize an object, its
pattern, and situation which enables the machine to have a more humane sense of
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real world [39]. Examples of IoT with computer vision are like traffic management,
security and vigilance, patient health monitoring, and automatic navigation.
Swimming pools equipped with computer vision are able to monitor and raise alert
for a person struggling or drowning. In agriculture and farming, computer vision
can monitor for cattle grazing in a field and sick animals in a farm.

In spite of recent advancements, a true cognitive computer vision has not been
reached yet, it is a long road ahead before the cognitive computer vision reach its
maturity [38].

NLP. The effort to make computers understand natural (human) language is not
new. Over the years, NLP technology has evolved with development of computing
algorithm and computing performance. NLP involves processing the human natural
language to extract its meaning and the intention. NLP begins with understanding
and processing of letter, word, and phrases. Sentences are analyzed for grammar
(syntactic analysis) and meaning (semantic analysis) using different techniques like
tokenization, lexical analysis, word sense disambiguation, morphological analysis
etc. For understanding the deep structural meaning and semantics, grammar models
are constructed. Textual sentences tend to be abstract and have hidden meaning
within. Appliance of Hidden Markov Model is useful to understand the hidden
meaning within textual sentence. NLP associated with IoT could be quite beneficial
in exchanging dialogue and query in various search and automation process [40].
One of the key requirements of Cognitive Computing is to make systems capable of
taking input in natural unstructured text form. The unstructured text data are ana-
lyzed to find the valuable insight and which helps to reason and predict user over a
long time. NLP bridges the communication barrier between human and machines.
In our daily life, we come across many NLP application like Droid, Siri, Cortana,
etc. which gives interface to interact naturally in textual form. But these applica-
tions lack cognition to comprehend and reason user on the basis of text input.
Processing natural language without human intervention is one of the persistent
problems, though many research had taken place but leading solution is far reach
[17].

4.4 Challenges of Cognitive IoT

Theoretically, the idea of CIoT may sound brilliant but practical realization of it is
surely not going to be straightforward. To make the vision of CIoT true, a number
of technical challenges should be resolved. Below some of these challenges are
summarized.

Limited battery: For any wireless device, power is a serious issue. CIoT devices
are no different. They require constant power; in fact, more power than traditional
IoT because besides usual sensing and data transferring, CIoT devices functions
added cognitive activities. Recharging these devices and replacing batteries require
continuous human involvement. Which means the amenity that is earned through
CIoT may be outdone by this hassle.
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Diverse data types: To find the relevancy, the IoT data is required to be ana-
lyzed appropriately which is a challenging job because the amount of these data will
be enormous and most of them are unstructured. The data are drawn from different
sensors which include visual, audio, gesture, text or other form of input. The data
inputs are completely heterogeneous in type, most representing different meaning
and source of information; quite apparently, the data includes both structured and
unstructured form of information in it [19].

Privacy and security: Privacy and security are always among the biggest
challenges in a networked system. The threat increases as more devices joins the
network, as in the case of IoT. Every device becomes the probable entryway for the
hackers. The application of cognition over data may reveal valuable insights, but
become vulnerable to exposition raising privacy and security issues. Privacy to
personal and business data and information is one of the critical challenges. Dif-
ferent encryption algorithms allow securing the data. These algorithms are complex,
time-consuming and high computing resource constraint. For fitting suitable
encryption algorithms, the challenge lies in developing an algorithm which supports
distributed key mechanism, fast and is energy efficient. The issues which need to be
addressed are:

• Decentralized authentication and security model for IoT application.
• Data protection algorithms and technologies which are fast and resource and

energy efficient.

General privacy concerns are associated with IoT. For example, will it be safe to
share user’s personal information (e.g. location) with other IoT devices or appli-
cations? Severe privacy concerns are there for business aspects also. IoT system
seeks customer behavior pattern (preference, buying, and usage) to generate market
analysis figures. Different business planning and campaigning are staged based on
these analyses. Connected devices with intelligence have deepened the security and
privacy issues further. Cognitive IoT enable to foresee the personal preferences,
needs, and suitability, these data are vulnerable to accidental leaks and are lucrative
to fraudsters [1].

Training: The efficacy of the CIoT depends on the quality training it receives. In
CIoT, the cognition of things get better with continuous iterative training. This put
question forward as how the things can be trained iteratively when the environment
is changing, furthermore how long the things need to be trained before it can be
applied to perform with all its senses [1]. Cognition gives things the ability to
remember to what they have learned. This bridges the learning gap among things,
but can they learn new things autonomously and furthermore can they apply their
‘common sense’ creatively to assess effects if the situation changes dramatically.
While training for specific subject domain with task specialization it may need
additional background knowledge to deal with exceptions of specific types [1].
Finding background material appropriate for training is one challenging issue.
Cognitive things learn from past interactions. Based on the success and failures, it
meticulously calculates the best option for new problem situation and improves the
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future interactions. However, things are not creative in their cognition, this
emphasis that the training must explicitly deal with how to respond appropriately to
unknown situations [1].

Device organization and data flow management: IoT devices generate data in
continuous time series and in most of the cases the data must be processed and
analyzed on the go. The outcome of one device may be fed to other or may be fed
back to itself for actuation. Hence, it is important that information should be flowing
rightly from one device to another. It is a challenge to manage and routing data flow
among different device [34]. A crowdy network like IoT with multiple devices
connected to it for information exchange has challenges in searching device and
devising protocol to exchange different data types. Right flow of information helps
in steady information generation and synchronous consumption that will lead to
streamlining the business process (in case of organizational IoT). Hence it is crucial
to keep the devices, in the network, in harmony. But what should be the ideal
device organization for optimum data flow? It has to be determined whether the
devices will have full autonomy in job execution or the organization will have the
central controlling with common standardization for the entire organization.
Decentralized organization gives better operation in a big and distributed organi-
zation which has its own complexity, pace, and separate policies to run business.
While centralized organization of things offers better control and management.
However, the arrangement of the IoT devices should be in accord to the organi-
zational policies.

Network and communication challenges: IoT is a complex network with
varying devices and sensors in wired and wireless mode, fixed and mobile modes.
This had raised challenges in managing, interoperating and troubleshooting the
network. Realizing IoT for a practical application has many communication chal-
lenges, especially when the sensor network is a wireless one. Since wireless net-
work sensors consume high energy, it demands the development of energy efficient
communication protocols. Further, the heterogeneity of wireless sensors demands
multi-frequency spectrum to overcome the frequency spectrum conflicts. Besides
these, the ad hoc networks made of collaborative mobile things introduces other
issues such as scalability, sustainability, adaptability etc.

Being autonomous, CIoT network is able to dynamically change, evolve, and
discover self and other networks. The network should have the adaptability to add
new ‘things’ to its existing topology. The automated discovery of things and
mapping capability is a big challenge but required for accurate and efficient man-
agement of network in terms of scalability and operation.

Software and algorithms: The software is integrated into ‘things’ at various
network levels to communicate and assess the network data. Software works in
different environments having heterogeneous types of ‘things’ communicating
using different protocols. One big challenge is to develop CIoT applications which
would integrate different software module, operating at different environment
coherently. The big issue is how to fabricate the distributed software into one knit,
addressing service oriented issue and supporting machine to machine and things to
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things interaction over the network. The demands which are needed to be addressed
including:

• Distributed self-adaptive software capable of self-management, self-optimizing,
self-configuring, and self-healing.

• Open and energy efficient software platform capable of integrating the dis-
tributed software modules as coherent application abstracting the network
resources and communication.

It is essential to identify and minimize the biasness in the programs. The bias is
introduced into a CIoT program either by the training data or the way the algorithm
is designed. The presence of a specific type of information (e.g. demographic) in the
training data makes the algorithm inherently bend to resolve the specific type of
problems while proving inefficient for other problem cases. The system could be
biased by the way algorithm process that information. The bias may also be
introduced by the developer into the code to solve any particular type of problem
either intentionally or unintentionally. To maintain the neutrality and objectivity of
an algorithm, bias management is really challenging. It is important for an AI
system to state how and why the system arrived at a particular conclusion so that a
human can evaluate the system’s rationale [41].

Societal apprehensions and ethics: Social concerns must also be taken care of
while training the machine. Researchers have shared their views in terms of societal
concerns of AI in IoTs, having similar opinion that too much dependency on AI
may lead to a cyber war. Technological developments should be intended to aug-
ment human intelligence to enhance their capability, expertise, and potential but not
to replace it. The leading players in AI like IBM, Google, Facebook, Apple,
Microsoft, Amazon etc. are taking extra caution in developing and implementing AI
so that it should only benefit the society [42]. It is not enough to foresee how the
CIoT should be used, but it should be judiciously anticipated how it might be
abused. It is equally important to study and consider the “misuse” cases as the use
cases of CIoT [43]. In future, our life will be highly influenced by Cognitive AI and
CIoT. These technologies, in a way or other, would change the social paradigm. We
will be responsible for architecting the social changes, and this is a profound and
daunting responsibility [42].

5 Business Value of Cognitive IoT

IoT has already created a huge hype among the businesses. Not only big players,
SMEs are also sensing lucrative potential in adopting IoT. It promises to bring
value to all types of businesses by reinventing the business processes and opera-
tions that will eventually enhance level and quality of products and services as well
the customer experience [44]. As IoT has provided them the most important ele-
ment of business—the data acquisition cog, organizations are emancipated to
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collect any sort of data (e.g. contextual, locational, etc.) either related to business
process or customer. IoT can contribute in improving business operations in several
directions [45–47]:

Improved business process: The massive connected data from IoT makes
business processes smarter. Analyzing the data collected from every division of the
business will give new insights and knowledge.

Increase business opportunities: IoT opens the door for new and innovative
business opportunities and creates further revenue inlets. Exploiting acquired
knowledge through IoT, corporates will be able to develop advanced and new
business models, locate new markets to extend services and diversify their product
line.

Uplifting business moment: Businesses can earn competitive velocity and
agility by capitalizing and toning with the influx of dynamic and crucial business
data generated through IoT devices across the domains.

Increase productivity: IoT helps to identify the need and lack of workforce
expertise and also enables organizations to train the employees just-in-time. This
improves workers’ efficiency and reduces mismatch of skills which in turn increases
organizational productivity.

Improved operational efficiencies: The real-time sensor data from IoT devices
enables organizations to monitor business operations observantly, minimizing
human intervention. If IoT data collected from logistics network, factory floor, and
supply chain are utilized judiciously, inventory management can be optimized, and
time to market as well as downtime due to maintenance can be curtailed
significantly.

Enhanced asset utilization: Industrial IoT enables tracking of the production
equipment, machinery, and tools. Examining the real-time status, better asset uti-
lization can be achieved.

Faster decision-making: The real-time business process and operational
knowledge will help organizations to make faster and smarter business decisions.
The connected nature of IoT facilitates dispensing the intelligence and hence
decision makers are able to prioritize all business decisions.

Cost saving: All the above-mentioned gains of adopting IoT will eventually lead
to saving the business expenditures. IoT supported organizations have the oppor-
tunity to well harmonize their physical assets which minimize the energy costs also.

The business potential of IoT lies on the effective utilizing of the massive vol-
umes of data it generates as precisely reflected by the statement—“Data is money”,
stated by Nick Jones, research vice president and distinguished analyst at Gartner.
However, only large quantifiable data means nothing; the honey is the relevant data
[44]. But measurable business and financial benefits may not be achieved even
through relevant IoT data alone. To transmute the IoT data into money, they are
required to be analyzed decorously to extract decisive knowledge so that the CEOs
and the CIOs can take pivotal and purposeful decisions. Employing analytics tools
on data accumulated from multiple diverse data points (thanks to the pervasive use of
IoT) has enabled businesses to understand the customer demands and spot trends
better. But these insights are general in nature. It would be even better if a business

22 P. K. D. Pramanik et al.



tries to explore these data with a specific purpose and to find solutions to specific
problems as possible [44]. As Nick further asserted, “Computers can make
sophisticated decisions based on data and knowledge, and they can communicate
those decisions in our native language. To succeed at the pace of a digital world,
you’ll have to allow them to do so.” Here, Cognitive Computing will play the big
role. These technologies can be leveraged to find patterns and regulate the flow of
information through all the interconnected devices in the organization to streamline
and alleviating the business processes [34]. By infusing Cognitive Computing with
IoT, businesses can discover patterns, opportunities, and actionable business
propositions that would never be accomplished through the IoT without intelligence
[24]. CIoT has allowed companies to gather, observe and share an unprecedented
amount of various data about customers, personnel, products, and business processes
and operations throughout the organization [1]. Running different business opera-
tions becomes seamless by treasuring specific and accurate real-time information
generated by the IoT devices [34]. This will result in the significant enhancement in
workforce’s performance which keeps organization’s stride on a speedy and
ascendant trajectory [24]. Decision making also becomes more straightforward and
meticulous as the prediction of the future events can be done more accurately with
the help of intelligent analysis. CIoT, with the use of visual analytics and data
visualization techniques, can visually portray the analytical outcomes that equip
humans with a better perception and set them in a better position to take a decision
[1]. Since IoT can provide personalized and focused data, endowing it by cognition
capabilities will help companies to analyze trends and find unexpected patterns for
better decision making by narrowing down to the small but precise sets of highly
imperative data [44]. Businesses will be galvanized to find new business insights and
achieve improved productivity and efficiency [18]. Cognitive technologies can
impact organization’s workforce either by augmenting their proficiency or by
replacing them. In both the cases, organizations will gain financially. Cognitive
systems are able to master the professional linguistic of different professions (e.g.
manufacturing, medicine etc.) and also can communicate with the users in natural
language [24]. Hence CIoT may benefit organizations by eliminating the need of
investing in the employees to become experts.

CIoT can bring significant developments to the service sector by offering highly
individualized services. Though the service sector already has experienced
remarkable innovations, in accord to the new approaches and developments in IT,
consumer behavior, and consumption passages new service models need to be
invented as well. With the advent of new digital platforms, dealers are finding new
avenues to directly connect with consumers. To be more responsive to the
increasing customer engagement sellers need to understand their customers much
better which leads to better customer satisfaction. They require to collect and
analyze consumer data. IoT has enabled them to collect contextual data of the users
and the products they use. This will allow cognitive things to become the ideal
shopping assistants by providing real-time product recommendations [1]. Differ-
entiated and personalized shopping experience will be delivered pervasively
through targeted recommendations and individualized communication. At the same
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time, these cognitive things also collect the shopping manners/pattern of the cus-
tomer that allows the companies to remold their marketing strategy and pricing. The
cognitive analysis of IoT data will assist retailers in recognizing changing behavior
and expectations of the customers and respond accordingly [48]. They can foresee
consumer behaviors and desires in order to anticipate requirements before they are
needed. CIoT will allow companies to design innovative personalized products and
services that complement the user’s choice. The users will be benefitted by having
served individualized and optimized services that are capable of adapting to local
factors automatically [44]. Through CIoT, new kind of personalized data can be
captured that probably was not possible earlier. These data include sentiment and
emotional state, speaking tone, and the strength and nature of a person’s relation-
ships [24]. Businesses can use these data to engage with customers more deeply and
recommend and deliver services that are more emotionally relevant. The CIoT will
enable companies to take proactive measures to avoid customer dissatisfaction by
pinpointing the actual cause for a performance degradation [1]. Service providers
can assess their service-providing infrastructure so that they can tune themselves in
order to provide the highest level of quality service to the clients [49].

To summarize, businesses now can explore unforeseen possibilities that were
previously either indiscernible or inaccessible [24]. In fact, business organizations
are already employing cognitive technologies for quite some time now to boost
their products, business process and business analytics [16]. According to IDC, a
premier global market intelligence firm, by 2020, as much as half of the business
analytics software in the market will be based on Cognitive Computing [50].

6 Applications

Machines are slowly evolving with the appliance of AI. AI has made machines
more intelligent, adaptive, durable, aware and efficient. In the course of time,
perhaps in very near future, AI will be transformed fully into Cognitive AI, thereby
changing the social and technological paradigm. We will be advancing to a future
where machine and human will synchronize in a harmonious way whereby machine
will augment humans at every step of life. Perhaps this will reduce the chaos and
randomness of the realistic world. Even though work has been done on IoT, AI, and
Cognitive AI individually, the CIoT is merely in a proposition state. Though a lot of
research are coming up, the realization of CIoT to its fullest extent is way ahead.
Innumerable applications of AI and IoT will come up in the next five years of span
[27]. In general, cognitive systems will be the next major technology which will
significantly impact business and economy, healthcare, society and living, get
recommendation and make purchases, etc. [50]. AI will elevate as well alleviate the
existing technologies. Gradually, all the systems will be updated with the support of
AI and Cognitive AI. This will give rise to the various opportunities to the early
adopters of this technology. There is a lot of scope for existing IoTs where AI and
Cognitive AI may boost the smartness and efficiency of the system.
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Further, Cognitive AI supported IoT will create a scenario where there will be very
less intervention of the human in handling these devices. A few applications of AI
and Cognitive AI based IoT are mentioned below.

6.1 Smart Living

Smart home and smart environment are no longer a mere fantasy, various products
which we come across in our daily life are smart. They can enhance our comfort of
living by supporting in several ways in our daily lives. For instance, a smart home
senses the presence of a person in the home and depending on the context of the
person, suitable services are activated. Furthermore, future requirements are pre-
dicted on the present action of the person. For example, for a person’s presence
found in the room, the light gets switched on or off depending upon the environ-
ment luminosity. Similarly, if it is very hot and humid, the person’s presence in the
room starts the air conditioner. At morning, the alarm clock starts the coffee
machine, and refrigerator communicates to the salesperson at the shopping mall
with the grocery list to be purchased. At late night, the television sound automat-
ically adjusts itself, and if the person found falling asleep, the television automat-
ically gets switched off. Smart living simplifies our lives and reduces dependencies
on others. Smart living has an important role in easing the life of ageing and elderly
persons. But a lot has to be done in this regard and it needs more attention from the
researchers in the field of IoT and Cognitive AI.

6.2 Smart Health

One of the biggest impacts of CIoT will be in the health care. Medical care devices
embedded with intelligence could monitor the health status of sick people [51]. Any
detritions found could be analyzed to avert dangerous medical condition, saving the
life in time. Medical aid attached to a person could monitor heart beat rate, blood
pressure, the oxygen level in blood, blood sugar, tiredness or fatigue-ness, seizures
etc. Information could be aggregated to suggest the person what activity, food or
medicine is suitable for him to avert any serious illness. In case ofmedical emergency,
the healthmonitoring device attached to the personmay alert themedical services. IoT
helps to monitor elder sick people living remotely/alone at home. An early alert about
an emergency medical condition may prevent unfortunate incidents [51].

6.3 Household Appliances

Cognitive IoT has enabled the home appliances to be smart. The application con-
nected to the Internet enables to associate cognition which allows the device to
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learn user requirements, activity pattern, and their daily schedule. The auto-learning
makes home appliances smart, whether it’s a television, washing machine, dryer,
coffee machine, refrigerator or security system. Cognitive devices must recognize
the user by voice, face, touch or fingerprint and thereby providing service based on
user past interaction [1]. In this direction, commercial companies are updating their
devices to make them smarter. For example, Whirlpool is manufacturing smart
washing machine which could be controlled by mobile device [52]. So, that user
can program the washing and drying based on their fabric need. Moreover, these
machines can detect the detergent use and defects in the machine. The valuable data
generated by the device can be used as feedback to engineering and development
for building more intelligent machines that can assist human more smartly. The
future washing machines will be more intelligent in scheduling workload, identi-
fying the wash pattern for clothes, and minimizing the water uses [1].

In the near future, we will be surrounded by the smart home appliances, which
will have their own cognition and would assist the user by detecting the user’s
intention and schedule/uses pattern. People will be less intervened to interact with
job process; jobs will be performed in an automated fashion.

6.4 Smart Cities

It is expected that by 70% of world population will live in urban area by 2050 [53].
This will put enormous strain on city resources and infrastructure resulting in
resource scarcity. The appliance of CIoT in day-to-day management and activities
in city can help in long term development and planning. Information gathering like
water usage, electricity and other source of energy usage, public transportation,
people rush, parking space occupancy, traffic condition, weather condition, envi-
ronmental condition (noise and air pollution), water contamination, etc., can lead to
better decisions on city infrastructure and resources management [54]. The appli-
ance of CIoT in city planning and management will make cost-effective municipal
services. To mention another application, CIoT-captured traffic data would help in
efficient transportation planning and operational activities. This would make public
transportation more reliable by proper traffic rerouting and signaling, and further
addressing the issues like commuters rush, road blockages, congestion, etc. In
future, Internet connected parking meters would communicate with driverless cars
for available parking space [1]. Furthermore, CIoT will augment garbage man-
agement by automated communication with and among separated garbage bins for
better garbage collection etc. The appliance of CIoT along with loaded information
will provide a robust platform for information processing and communication,
thereby delivering quality services and information like current happenings in the
city to citizens.
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6.5 Wiki Cities

The concept of WikiCity has been derived from the Wikipedia, the online
crowdsourced knowledge repository. A WikiCity is the knowledge repository of
IoT data for a specific location of a city. It gathers various information about a city
such as temperature, humidity, weather, garbage level and disposition, pollution,
green area irrigation system, traffic light and traffic movement, etc. [55]. This
information is collected through numerous physically connected sensor that are
scattered throughout the city. These sensors sense their surrounding events and send
the information to the knowledge repositories which are updated regularly. Just like
Wikipedia, people can edit and access this information through simple web pages.
For example, pollution particle level in the atmosphere at any time of the day may
continually be updated in a database that records the daily pollution level and can
be viewed on the page say, “Daily Pollution”. Similarly, weather related infor-
mation such as temperature, humidity, sunlight, snowfall, rain, etc., and city traffic
related information such as the traffic status at any instant of time over any part of
the city can be checked on the same website [55]. The combined information taken
out of the database can be used by the administration to get the overall picture of the
city on different parameters and in the case of any crisis, the possible solution also
might be found depending on available data. For example, checking out the pol-
lution levels in different part of the city, the traffic could be regulated accordingly.
Similarly, traffic may be controlled in certain areas based on the information about
rain and the drainage system of that area to avoid traffic jam due to water logging.
This concept of WikiCity is already has been deployed at some of the areas. For
example, Smart Santander (Spain), Amsterdam Smart City (Netherlands), and
Songdo IBD (South Korea) [55].

6.6 Driverless Cars

Driverless cars which appear to be a fiction story is no more an object of the
imagination but a highly sophisticated reality. The blend of different technologies
like IoT, AI, and cognition has made it a reality. Driving is a cognitive activity.
Driver while driving looks for road obstacles, road turning, stop signals etc. and
apply cognitive activities like braking, turning the steering, changing gears, and
speeding or slowing. If the driver, for any reason, cannot apply his cognitive
abilities, it may cause a fatal accident. The driverless cars imitate human driving
skills. They include a large number of sensors or ‘things’ which collect dynamic
information of the car, the road, and the surroundings [1]. But how IoT/sensors
could replace driver? The collection of sensors around the car and inside contin-
ually sense the engine status, gear state, road condition, the vehicle ahead, con-
gestion on road etc. By processing the sensor data intelligently, different cognitive
actions like gear change, cruise control, automated lane change and parking can be
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performed. The various jobs which a driver can do could be replaced by CIoT with
sensors mimicking driver eyes and ears, furthermore, cognitive AI mimicking the
driver intelligence. A car with cognition communicates with others to negotiate the
passage, thereby eliminating signaling through sound and light. The cognitive AI in
the car automatically calls for service assistance for if the sensors detect any failure.
Often necessary action like stopping the car and raising alert is enforced for any
serious anomaly is found in machine functioning. Besides these, the cognitive AI
can automatically select the journey route by taking the car data (journey source and
destination, in between hops, etc.) and the traffic data into consideration. Moreover,
the observed past data of car and the traffic data could be used for traffic man-
agement, signaling, traffic rerouting etc. [1].

6.7 Social Monitoring

Another important application which centers on IoT is the social monitoring. IoT
monitors events or situations and initiates the appropriate preventive measure for
the safeguard of people. For example, a car monitoring the emotional and behav-
ioral state of the driver, consequently take appropriate preventive measures to avert
any mishap such as alerting concerning authority or another vehicle [56]. Automatic
climate and light control in office, based on the mood or stress of people. People
accidentally leave their belongings while in transit or often items are left unat-
tended. Automated monitoring could help to locate the right person or safeguarding
people by alerting authority for any suspicious item left unattended. New sensors
enable IoT to “hear” sonic information from people grouping [44]. The other social
impact of CIoT is assisting humans to interact/communicate with each other
effectively increasing community dynamics [57].

6.8 CoBots

Cobot (collaborative robot) is a robot which is capable of physically interacting
with the human. It was invented and patented in 1996 and 1999 respectively by
J. Edward Colgate and Michael Peshkin, professors of mechanical engineering
at Northwestern University. The purpose was to make robots work together with
the humans and assist them proactively as far as possible. IFA (Institut für
Arbeitsmedizin der) has defined Cobot as [58]:

Collaborative robots are complex machines which work hand in hand with human beings.
In a shared work process, they support and relieve the human operator.

Typically, Cobots operate autonomously, though in cases they may need a little
guidance as well. Cobots are empowered with the heavily simulated characteristics
of human behaviors. The Cobots employed in indoor office environments perform
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service tasks much like a helping hand. In executing their duties if they find
themselves in a position with limited perceptual or physical (as they do not have
arms) or reasoning abilities, they can also proactively solicit help from human
workers [59]. They may also be employed in the production floors as the friendly
robots. In the context of industrial employment, the significant difference between
Cobots and the traditional industrial robots is that Cobots have cast out the
requirement of safety guards in most of the floor operations as it was very much
necessary in case of robots to avoid any mishaps.

6.9 Chatbots

Chatbots is a conversational entity that is programmed to carry out conversation,
over the Internet, with the humans in natural language by mimicking human con-
versational behavior and pattern. The conversation may either be textual or aural.
Chatbots use AI and applied NLP to process chatter’s textual data and to synthesize
its own chat text. Chatbots have been successful in text-based messaging. People
raise a query in textual form and Chatbots with its fullest AI and NLP capability,
response meaningfully by exchanging textual dialogues. Chatbot finds its extensive
applications in e-commerce, customer services, call centers and Internet gaming.
Facebook Messenger, Snapchat, and Kik have applied chatbots for entertainment,
while company’s like Pizza Hut and Disney have used chatbot to engage customers
and promote products and services. However, you may raise a legitimate question
—what IoT has to do at all with an automated chatting program? Well, the Chatbot
certainly is not an IoT. But it may be a part of IoT; a significantly important one.
Chatbots may become the natural interface of CIoT. We can talk to the CIoT using
usual language. It will free us from remembering any command structure and the
interface sequence [60]. For example, Chatbots will allow the driver of a smart car
to communicate with several devices embedded in the car without taking hands off
the steering. Apple Siri and Android Auto are the good examples of this [61].
Intelligent Chatbots can refine IoT user’s commands based on the context, for
subsequent interactions and operations [60]. Not only human, Chatbots will allow
IoT to communicate with other devices outside the local network. So, chatbots will
make CIoT cognitive in the true sense by empowering us to talk to IoT anytime and
most importantly through our own language.

6.10 Weather Forecasting

Today’s IoT device can sense and measure environment condition. These sensed
data could suitably be used to infer atmospheric information. Data collected from
sensors attached to wearable devices, cars, buildings, smartphones even from social
media post produces enough information to accurately forecast weather for any city
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or locality. For example, at The Weather Company, atmospheric pressure data,
sensed by plenteous cell phones, are collected and processed by cloud technology
to forecast weather accurately and instantly [62]. The weather forecast predicted in
advance could be significant information. It might help in suggesting daily com-
mutators for early departures or take the umbrella if it is to be raining. Children
suffering from cold or asthma are intimidated to take precautionary measures if the
temperature is about to fall. This type of applications need sophisticated atmo-
spheric models which can be achieved by assimilating Cognitive Computing and
IoT with atmospheric science. These models can predict the weather rightly, which
will improve the decision-making that is correct and timely and also personalized to
individual need/demand to cope up with the weather crisis [62].

6.11 Real-Time Analytics

Connected IoT devices often make a large complex network. These devices con-
tinuously generate data which need to be analyzed in real time for taking appro-
priate action in right time and at the right place. The appliance of AI offers real-time
analytics capabilities into IoT system [34]. Real-time analytics is all about data
analysis in actual time, so that system could react in the very same time window
frame in which information or action request is made. Often no or low human
intervention is required for starting the process. The smart sensors will automati-
cally help in the sophisticated analytical job. Real-time analytics is a time critical
process which in terms depends on factors like network latency, data processing
speed, pattern recognition, information inference from past data, storage and
retrieval of stream data etc. Using CIoT, business divisions can infer insights from
the sensed data and communicate to another business divisions for real-time and
context-specific decision-making [1].

7 Use Cases

CIoT is still in its neonatal stage. Hence, not many actual implementations of CIoT
can be found in practice. But people have started noticing it and realizing the
potential. Though in small-scale, CIoT has been implemented successfully in dif-
ferent applications. A few most talked about the commercial application of CIoT
have been mentioned below.

Nest labs’ smart thermostat: Nest lab’s smart thermostat, utilizing IoT, checks
and controls the room temperature (either heating or cooling) on a personalized
basis, thus saving huge energy. It learns the habit and pattern of the occupant’s
comfort level for room temperature and prepares a personalized cooling/heating
schedule for the room. It detects people’s presence and set the temperature
appropriately suitable for that particular person and when he leaves the house, it
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switches off the air conditioning system. Furthermore, it checks the air flow to
determine a defect in the cooling system and thus raises alerts timely. The system is
connected to a smartphone through Wi-Fi or the Internet allows to control and
monitor the room temperature remotely [63]. Leveraging AI, Nest’s devices learn
and adapt energy uses thus saving energy, a novel application with pragmatic
benefits.

Tesla Motors’ self-driving vehicles: At Tesla, IoT technology has been sig-
nificantly applied to make the cars smart. Different technologies like sensors, AI,
cognition, and cognitive vision has been applied to make fully automatic cars. The
different sensors around and inside the cars are linked, the data gathered are very
quickly processed to take a run-time decision. The computer vision augmented with
ultra-sonic sensors and radars has provided vision to the car to detect living objects,
track/road, road markings and signals. It nicely calculates the distance from other
cars on road, objects, and turnings. The different images captured by the camera are
being processed by the neural network to recognize the object and the path. The
intelligence embedded in the car controls the motor, increasing and decreasing
speed, turning etc. The whole system is connected to the Internet, which provides
the road maps, alternative routes between source and destination. The car is linked
to a person by the mobile device, supports personalization like the place to go in a
day and rationalize the traveling need. All the cars sold by Tesla motors act as IoT
devices/things. These cars similar to IoT devices makes a network among them-
selves. With one car learns something new about driving, the entire fleet will learn
the same through collaborative learning [34]. Tesla cars leverage intelligence to
share and learn, putting automotive technology ahead of the curve. Tesla has
demonstrated the power AI enabled IoT, which lead to future where machine
intelligently augment humans [63].

IBM Watson: Watson and Bluemix are the pioneering technologies conceived
by IBM with a perspective of providing cognition in terms of business data anal-
ysis, customer based services, and IoT-based services. Design and implementation
of application specific AI enabled IoT is very challenging in terms of data aggre-
gation and applying machine intelligence over it. The application requirements of
IoT varies from application to application. Watson is programmed to have intelli-
gence like NLP and cognitive vision. Watson provides generalized machine intel-
ligence to analyze and learn textual and image data applicable in a different context
[64]. Along to this, it provides cognitive services like conversations, discovery, and
intelligent virtual agent. It has different capabilities such as, understanding a dif-
ferent language, natural language classification, text synthesis, voice to text and
vice versa conversion, personality insight, tone analyzing etc. Besides, it is capable
of discovering insight/pattern in data (textual or visual). This help designers and
manufacturers to design new and better solutions and services putting a high
impression in our life—making it better. Since each people are different to the way
they communicate, their needs and constraints thus demand personalized attention.
Watson virtual agents comprehend people need and communicate back with
specific service suitably fitting to the person’s need. The cognitive technology used
in the Watson allows it interacting with things and associated people using natural
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language and voice commands. This has essentially dramatically improved the
adaptability of the system to people. The entire set of services could be accessed by
IoT devices or other over Bluemix platform. Bluemix is a cloud-based solution
which ensures computing across devices pervasively. Watson Cognitive Computing
boost the potentiality of IoT influencing a strong integration of social lives with
other physical and digital world, making our homes, office, cars, elevator, electronic
and other appliance more smart, safer, better, intuitive and more interactive.

Ambient assisted living: Ambient Assisted Living (AAL) is a joint program
initiated by European technology and innovation. The aim of the project is to
provide people a smart living environment at home. It enhances the comfort and the
quality of living of the occupants, especially elderly and disabled ones [65]. Using
smart technologies and remote care services, the project aims at increasing the
quality of life, independence, social involvement and reducing the cost of health
and care. It especially focuses on to simplify the daily lives of the elderly and
disabled people by abating their dependency on others. Using CIoT, AAL has been
able to compensate some of the disabilities by the means of the smart devices.
Ambient intelligence allows things to use all the functionality of environment by
themselves, thus reinforcing their independence [66]. Application of ambient
intelligence has turned our surrounding object intelligent, leading to less human
activity. People are augmented with automatic assistance at right time and right
place based on personal requirement. It is beneficial especially to the elderly people
who are using smart technologies and remote care service can stay longer at home
comfortably.

8 Concerns

Stephen Hawkins and Elon Musk recently have warned of too much AI that can
subdue human race. The big question is—do we really have to worry? Can really
intelligent systems outdo human beings? What will happen if AI takes over our life
through IoT on a large scale? Do we need to be concerned of the evil of Cognitive
AI?

Frankly speaking, nobody is sure about the far reaching consequences of AI in
human race but it is certain that intelligent systems can become disastrous if they
turn out to be stupidly intelligent or quasi-intelligent. Cognitive AI is all about to
train the devices like a child. Just as the child grows, his knowledge and decision
making increases, same as is the role of Cognitive AI in the intelligent systems with
cognitive ability. The systems grow smarter as they learn from their surroundings
and past experience. In that process, their cognitive power also increases. But what
happens if the child grows as a spoiled brat? What if it gets a terrible environment to
grow and learn terrible things? What if it becomes really bothering and uncon-
trollable? This is the exact point people are concern about the overabundance of AI
especially the Cognitive AI. If the training goes wrong, the cognitive systems will
become really a matter of worry. The philosophy is ‘garbage in garbage out’.

32 P. K. D. Pramanik et al.



The faulty training will be reflected in the behavior of the system. So, to avoid fatal
consequences, special care must be taken to devise cognitive systems. The devel-
opers have to be wise and smart enough to create the interaction and learning model
and design the algorithms that define these systems.

On an optimistic note, individual flawed and unruly intelligent systems are not
going to be a major threat. For instance, a smart robot suddenly gone mad or a smart
car all at once started acting weird—the impact of these types of glitches are
negligible. This is like our body is being inconvenient in a small way. But it will not
be tense-free if a vital organ fails. For example, consider the scenarios—(a) all the
robots on a large production floor gone mad together and start playing havoc, (b) all
the smart and connected cars in the city get out of control simultaneously, and (c) in
the era of smart grid the whole grid system of a country/continent collapses
bringing the doomsday! Yes, that will be a crisis. Indeed, a big crisis for which we
certainly have to be worried. An ominous CIoT can cause catastrophe considering
the scale of its application. In fact, it is indeed uncertain about the extent of the
adverse consequences when a system that interconnects almost every device on the
planet and has cognitive abilities to make decisions and act on its own, goes wrong.
It is very much like the unexpected behavior of our nervous system as the
omnipresence of IoT and the span of its connectivity actually can be compared to
the nervous system. However, these are all hypothetical concerns and hope they end
up as hypothetical.

But there is a real concern which cannot be ignored—the intentional or unin-
tentional misuse of CIoT by the human. IoT is still in its adolescent age and has an
entirely new genre of devices for which there are no architectural and security
standards yet [67]. This exposes several open patches for potential new security
vulnerabilities. To deal with these unforeseen security threats, people are seeking
the help of AI to develop smart, autonomous security systems. And considering the
enormous magnitude of IoT, taking help of AI is the best course for simulating
threats and find and fix bugs instinctively. But as AI is used to strengthen the
security, a Frankenstein can also be made out of it by infusing the reverse logic into
the system. Now with its devil intelligence, it can push bugs in more bizarre ways
that are not anticipated at all and hence cannot be defended and quelled. Our own
devices may be metamorphosed against us. So, in either way, over dependence on
AI may not be an intelligent option.

CIoT undoubtedly is the most powerful technology of the recent years. And
power accompanies responsibility. Ill-handling and wrong implementation of
intelligent ‘things’ can take down the utility of the whole idea. Therefore, utmost
care must be taken to develop and deploy CIoT. Just as it is our necessity to apply
CIoT to make our life easy and smart, it is our obligation to develop it in a way that
engenders trust and safeguards humanity [41]. Nonetheless, let us be positive about
CIoT, leave all apprehensions and relish only the silver lines. Instead of worrying
about what may go wrong we should focus on how to make it right and cherish its
enormous potential.
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9 Conclusion

Cloning human behavior to the machines is not new and has been tried and tested
since long. The recent addition to this is the Cognitive IoT (CIoT) that intends to
infuse cognition to the IoT. IoT has certainly been instrumental in taking
automation to a new level. But the basic IoT lacks intelligence. Adding intelligence
in the form of human-like cognition, the full potential of IoT can be brought out as
CIoT will make the devices smart enough to learn dynamically from the environ-
ment and interact with the human through natural language. They can take con-
textual decisions autonomously. Cognition in IoT can be perceived in three
essences—(1) Networking, where IoT tries to adapts itself according to the network
condition to maximise the communication performance and (2) Behavioral, where
IoT aims to learn, think and cognize on its own and (3) Data analytics, where IoT
data are processed and analyzed to obtain knowledge that can be used for aug-
menting business. CIoT is typically a self-learned and self-managed system. It also
poses other properties such as probabilistic, adaptive, flexible, dynamic, interactive,
integrated, iterative, stateful etc. Smart systems are not easy to develop. Likewise,
to realize CIoT, various challenges, for example, limited battery, diverse data types,
train the system accurately, social and ethical concerns etc. are to be sorted out.
Cognitive AI and CIoT have the potential to go beyond basic automation to deliver
business benefits such as better business analysis and decisions, augmented busi-
ness operations, more customer satisfaction, and increased revenues. Ideally, the
future CIoT will be able to create a problem statement based on its learning from an
existing problem that it is experiencing and will come out with a best possible
solution by applying its AIQ (artificial intelligence quotient) earned through arti-
ficial cognition. While CIoT offers a lot of promises, there is always a high prob-
ability of ill-consequences when a system that interconnects almost every device on
the planet earns cognitive abilities and do things they are not meant to. The
ill-handling and wrong implementation of intelligent ‘things’ may negate the utility
of the CIoT. We should be really careful in designing, implementing and using
CIoT to successfully realization of this revolutionary vision.
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Cybercrimes Investigation and Intrusion
Detection in Internet of Things Based
on Data Science Methods

Ezz El-Din Hemdan and D. H. Manjaiah

Abstract In recent times, Internet of Things (IoT) has paying attention from dif-
ferent organization ranging from academia to industry. The IoT is an internet-
working of connecting and integrating several types of devices and technologies
that comprising sensors, Radio Frequency Identification (RFID), cloud computing,
the Internet, smart grids, and vehicle networks, and many other devices and new
technologies. The IoT becomes a subject for illegal and criminals activities. Cyber
criminals and terrorists are highly qualified persons in the computer, network,
digital systems and new technologies. An enormous amount of data is gathered
about criminals and their behavior from different data sources over the Internet can
be processed using data science methods to monitor and trace them in real-time and
online. The massive amount of data needs new fast and efficient processing tools
and techniques for data extracting and analyzing in less period of time. Data science
methods can be used for this purpose to investigate and detect a different type of
severe attacks and intrusions. This chapter introduce principles of Digital Forensics,
Intrusion Detection and Internet of Things as well as exploring data science con-
cepts and methods that can help the digital investigators and security professionals
to develop and propose new data science techniques and methods that can be
adapted to the unique context of Internet of Things environment for performing
intrusion detection and digital investigation process in forensically sound and
timely fashion manner.
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1 Introduction

Data science is an interdisciplinary field about processes and systems to extract
knowledge or insights from data in various forms, either structured or unstructured,
which is a continuation of some of the data analysis fields such as statistics,
machine learning, data mining and knowledge discovery, and predictive analytics.
There are several advantages and benefits of applying data science methods in
cybercrime investigation and intrusion detection over Internet of Things (IoT). This
is to look for crucial information that can be used in the digital investigation and
help refute or support a claim or put together a missing piece, this has seen a rapid
increase in the field of digital investigation, and intrusion detection and prevention.
Internet of Things has paying attention from different organization ranging from
academia to industry. A Huge amount of data is congregated about criminals and
their behavior from different data sources in the IoT environment through using
data science methods to observing and tracing them. New fast and efficient pro-
cessing tools and techniques are required for data extracting and analyzing in less
period of time. Data science methods can be used for this purpose to investigate and
detect a different type of severe attacks and intrusions. Digital Investigators,
examiners and system administrators can use numerous innovative statistics,
machine learning, data mining, and predictive analytics to recognize data patterns
from the gigantic collected large data from IoT devices to discover any digital
evidence about hackers or detect and trace them through their criminal activities by
identifying suspicious behavior patterns to identify threats that are likely to happen.

Presently, existing anomaly detection is often associated with high false alarm
with moderate accuracy and detection rates when it’s unable to detect all types of
attacks properly as well as digital investigation of cybercrimes is become two
important area in information security. Thus, this chapter focus on applying both of
them over the Internet of Things based on using data science methods and
approaches that can help to improve detecting and investigating crimes in efficient
and effective manner. This chapter will explore and identify challenges and
opportunities of digital forensic and intrusion detection and how can apply data
science approaches and cognitive methods to fight and investigate serve attacks and
crimes over the Internet of Things environment in forensically sound and timely
way.

This chapter introduce principles of Digital Forensics, Intrusion Detection and
Internet of Things as well as exploring data science concepts and methods that can
help the digital investigators and security professionals in developing and proposing
new techniques that can be adapted to the unique context of Internet of Things
environment which can help in performing intrusion detection and digital investi-
gation process in forensically sound and timely fashion manner.

The remainder of this chapter is structured as follows: Sect. 2, presents an
overview about digital forensics, intrusion detection, and the internet of things as
well as exploring data science concepts and methods while cybercrimes investi-
gation in the internet of things is presented in Sect. 3. Section 4 provides intrusion
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detection in the internet of things while applying data science methods for the
cybercrimes investigation and intrusion detection in the internet of things is
introduced in Sect. 5. Finally, the chapter conclusions and future directions in this
innovative subject are presented in Sect. 6.

2 Background

This section provides basics of digital forensics, intrusion detection, and Internet of
Things (IoT) along with identifying data science concepts and methods.

2.1 Digital Forensics

Digital forensics is a branch of forensics science that concern with finding and
collecting digital evidence then analysis and examine them to find any traces related
to crimes against digital systems. Digital forensics has many directions such as
Computer Forensics, Mobile Forensics, Network Forensics and Cloud Forensics.
This section discusses digital forensics definition as well as digital forensics
investigation process which the digital investigators follow it during the investi-
gation of crimes to reconstruct the crime events that occurred.

2.1.1 Digital Forensics Definition

The process of collecting, identifying, preserving and examining digital evidence is
known as ‘Digital Forensics’. One of the popular definition for the digital forensics
is introduced by first Digital Forensic Research Workshop (DFRWS). The DFRWS
defined the digital forensics as: “The use of scientifically derived and proven
methods toward the preservation, collection, validation, identification, analysis,
interpretation, documentation, and presentation of digital evidence derived from
digital sources for the purpose of facilitating or furthering the reconstruction of
events found to be criminal, or helping to anticipate unauthorized actions shown to
be disruptive to planned operations” [1].

2.1.2 Digital Forensic Investigation Process

Criminals and attackers after committing their cybercrimes some trails that remain
behind them. Collecting, extracting and preserving digital evidence from the crime
scene need careful strategies to handle and manage them to become ready for
presenting in the court of law. In digital forensics, there are four crucial steps for
performing the digital forensic process as shown in Fig. 1 as follows [2]:
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• Identification: It is the identification of sources of digital evidence, which will be
required to prove the committed crime.

• Preservation: In the preservation process, the digital investigator preserves the
collected digital evidence such as Hard Disks, Laptops, Tablets and Mobile
Phones.

• Analysis: In the analysis process, the examiners and digital investigators inter-
pret and correlate the evidential data to come to a summary and conclusion,
which can prove or disprove civil, or criminal actions.

• Presentation: In this process, the digital investigators make a forensic report to
summarise their findings from the analysis process. This report should be
suitable to present to the court of law.

2.2 Intrusion Detection System

Intrusion Detection System (IDS) is can be a software or hardware system that
observers the system or actions of the network for policy criminal and malicious
activities and produces reports to the central administration system. The main focus
of intrusion detection systems is to recognize the possible incidents, logging
information about them and in report attempts. Furthermore, organizations use the
intrusion detection systems for other objectives, such as detecting problems with
security policies, deterring individuals and documenting present threats from
infringing security policies. The intrusion detection systems have become an
important addition to the security infrastructure of nearly each organization. Several
procedures can be used to identify criminals and intrusions but each one is specific
to a particular method. The main aim of intrusion detection system is to detect and
identify the attacks professionally. In addition, it is equally imperative to detect
attacks at an early stage in order to reduce their impacts.

2.2.1 Categorization of Intrusion Detection Systems

Intrusion Detection System is used to analyze packet traffic to match it with any
anomalies found in comparison with the normal traffic. For anomalous traffic, the

Fig. 1 Digital forensic investigation process
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IDS tries to identify the pattern of common threats and alerts the system admin-
istrator. Ever since an IoT-based platform is frequently a high-speed network, it
essential be protected using an entirely automated intrusion detection system. The
intrusion detection system briefly classified into two basic categories:

• Network Intrusion Detection System: This type tries to secure all machine
systems in the network.

• Host-based Intrusion Detection System: This type tries to secure a single host.
A highly scalable intrusion detection system is able to provide support for
proficient utilization of recent high-performance architectures.

Detection models are divided into statistical or signature based models [3]. The
statistical model maintains profiles regarding applications, hosts, users, and con-
nections. It then matches current activity with the attributes of the profile for any
anomalies. In the other side, the signature-based model compares the traffic against
a collection of existing signatures. Also, there are three detection approaches that
are used by host-based or network intrusion detection systems which are used to
analyze events and discover attacks as follows [4, 5]:

• Signature based System: This model is also known as misuse detection system
which still the utmost method and focuses on the identification of known bad
patterns and searching for similar activities such as vulnerabilities or
acknowledged intrusion signatures. As with each system that uses a blacklist
approach, it is vulnerable to attacks for which the signature is unknown, such as
zero-day exploits or use of encoding, obfuscation or packing methods.

• Anomaly based System: This system work on searching unusual behavior on
network traffic as well as observing system behavior to fix whether an observed
activity is anomalous or normal, according to a heuristic analysis, can be used to
identify unknown attacks. Anomaly detection based IDS model has the ability to
detect attack indications without specifying attack models, but these models are
very sensitive to false alarms.

• Specification based IDS: This type of IDS is like anomaly detection system. In
this system, the normal behavior of the network is defined by manually, so it
gives less incorrect positives rate. This system attempts to excerpt best between
signature-based and anomaly based detection methods by trying to clarify
deviations from normal behavioral patterns that are produced neither by the
training data nor by the machine learning techniques. The development of attack
specification is done manually so it takes more time.

2.3 Internet of Things

Recently, Internet of Things (IoT) has an urgent economic and societal impact for
the future construction of communication and network systems to exchange
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information between things and people. The novel planning of future will be
eventually, “everything will be connected and intelligently controlled”. The idea of
IoT is becoming more relevant to the real world due to the development of mobile
devices, cloud computing, embedded and ubiquitous communication technologies,
data science and data analytics. The IoT made up of devices connected to the
Internet to collect information about the environment using sensors connected to
devices (i.e. things). These devices communicate and interact together to acquire,
process and storage information in smart and intelligent manner.

With the IoT, millions of devices are connected to each other which need to
exchange information through the network (i.e. Internet) with the need to massive
capabilities such as processing, storage, and high bandwidth. These capabilities can
be delivered through using cloud computing technology. Researchers and scientist
who are working in the IoT can use the cloud computing services to design and
develop applications that can create of smart environments like Smart Cities. The
devices that are used in the IoT system produces enormous data (i.e. big data)
which often need to leverage the technology of cloud computing to scale cost
effectively. Big data analytic is an important direction nowadays to help business to
predict about future and so make correct decisions in business marketing.

2.3.1 Internet of Things Operations

In Internet of Things, there are various operation phases include collection phase,
transmission phase, and processing, management and utilization phase [6] as
follows:

• Collection Phase: The principal aim is to collect data about the physical envi-
ronment. Sensing devices and technologies for short range communication are
combined to reach this objective. Devices of the collection phase are usually
small and resource-constrained. Communication technologies and protocols for
this phase are designed to operate at limited data rates and short distances, with
constrained low energy consumption and memory capacity. Due to these
characteristics, collection phase networks often are referred to as Low power
and Lossy Networks (LLN).

• Transmission Phase: The goal of this phase is to transmit the data collected
during the collection phase to applications and, therefore, to users. Here, tech-
nologies such as Ethernet, WiFi, Hybrid Fiber Coaxial (HFC) and Digital
Subscriber Line (DSL) are united with TCP/IP protocols to construct a network
that interconnects objects and users across longer distances. Gateways are
necessary to integrate LLN protocols of the collection phase with traditional
Internet protocols employed in the transmission phase.

• Processing, Management and Utilization Phase: Applications process gather
data to obtain useful data about the physical environment. These applications
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may take decisions based on this data, controlling the physical objects to act on
the physical environment. This phase also contains a middleware, which is
responsible for facilitating the integration and communication between different
physical objects and multi-platform applications.

2.3.2 Internet of Things Categorization

Internet of Things can be categorized into four categories such as Internet of Nano
Things, Internet of WiFi-enabled Things, Internet of Things for Smart Society, and
Global-scaled Internet of Things [7–13] as follows:

1. Internet of Nano Things (IoNT): The IoNT consist of nano-devices that are
communicating with each other over a nanonetwork. In the IoNT, it becomes
possible to add a new dimension to the IoT by embedding nano-sensors to the
numerous things and devices that surround us. Also, it can be used in different
areas such as biology.

2. Internet of WiFi-enabled Things: Currently, the WiFi is a significant category of
wireless networks for connecting several devices to the Internet. When the WiFi
enabled devices are connected together over the Internet which it offered new
kind of the IoT named Internet of WiFi-enabled Things.

3. Internet of Things for Smart Society: The idea of smart city become an attractive
research topic for numerous scientists and researchers to introduce novel
methods for connecting things or devices in the society in a smart manner to
make a smart society through embedding sensors in all surrounding devices and
things to allow them to interact and communicate together in an intelligent
manner. This gets a new category of IoT known as the internet of things for
smart society.

4. Global-scaled Internet of Things: It is utilizing in a global-scaled area such as
unmanned aerial vehicle and satellite system. Using remote connections, these
systems communicated and interacted with several devices which are connected
to sensors to sense data in an effective way. The Tsunami Detection System is a
real world example about the global-scaled internet of things [13].

2.3.3 Internet of Things Applications

Internet of Things is an imperative paradigm for providing smart applications which
can improve and enhance the quality of our lives to the better level of life. Recently,
the IoT has several applications in various areas such as; industrial control system
smart society, smart manufacturing, smart agriculture, healthcare, military, and
trade and logistics [7–13] as follows:
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1. Smart City: The smart city is the idea of making smart cities which make people
life more comfortable and easy. The innovative development of smart tech-
nologies assists the IoT in changing people life style. The IoT can be used in
smart cities to provide many services as; intelligent highways with warning
messages for unexpected actions such as accidents. Also, for monitoring of
vehicles and pedestrian levels to optimize driving and walking routes, moni-
toring of parking spaces availability inside the city.

2. Tracking Animals Movement: recently, a large sensor network can be deployed
to study the effect of micro climate issues in habitat choice of sea birds.
Researchers located their sensors in burrows and used heat to detect the presence
of nesting birds, providing invaluable data to biological researchers. The
deployment is heterogeneous in that it employed burrow nodes and weather
nodes.

3. Industrial and Manufacturing Systems: The IoT can be used in industrial control
systems to enhance their performance through making them smarter with taking
in consideration necessary factors like safety and availability to guarantee
continues in business and save people life. The industrial control system can use
the IoT for several purposes such as; auto-diagnosis of machines in control
system, observing of toxic gas and oxygen levels inside chemical plants and
monitoring of ozone levels during the drying meat process in factories of food
engineering.

4. Smart Agriculture: Agriculture is a significant domain that provides people and
society with food so that there are serious desires to improve the agriculture
system through using smart technologies that are presented by the IoT. The IoT
will improve operational efficiency and productivity in agriculture system. The
benefits of using IoT in agriculture field are; monitoring soil moisture and trunk
diameter in vineyards to control the amount of sugar in grapes and grapevine
health, and control micro-climate conditions to maximize the production of
fruits and vegetables and its quality.

5. Healthcare: The IoT can provide several benefits in healthcare domain. These
benefits such as remote monitoring of patients, tracking of drugs, identification,
and authentication of people. It also can use for the assistance of elderly or
disabled people living independently and monitoring of conditions of patients
inside hospitals.

6. Trade and Logistics: Innovative development in the IoT systems support to
develop and manage products shopping from online websites. In addition to,
using IoT in trade and logistics through embedding sensors and tags in roads
and products for monitoring and tracking them. In Trade, IoT can be used for
product tracking, monitoring of storage conditions and payment processing
based on location. In logistics, the IoT can be used for observing of vibrations,
strokes, container openings for insurance purposes, a search of individual items
in big surfaces such warehouse.
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2.4 Data Science

Data science, or more especially, big data analytics, become a hot and popular topic
that has attracted attention among researchers in computer science and statistics. It
concerns with a wide variety of data processing jobs, such as data analysis, data
collection, data management, data visualization, and real-world applications.
Today, the volume of data is increasing very quickly, the existing data processing
tasks exceed the computing ability of classical computational models to store,
validate, analyze, visualize, and extract knowledge. To analyze immense data, there
are numerous complications, such as dynamical changes of data, a large volume of
data, and data noise so that there is a serious need to develop novel and efficient
methods to handle complex data analytics problems.

2.4.1 Data Science Definition

Data science is the interdisciplinary domain of computer science and statistics about
scientific methods, processes and systems to extract knowledge from data in various
forms, either structured or semi-structured and unstructured. The combination of
computer science and statistics to take advantages of them to handle the massive
amount of data in an efficient manner. The statistics are the science that concerns
with collection, analysis, and organization of data. From the perspective of statis-
tics, there are various objectives in data analyses such as predict the response/output
of future input variables and deduce the association among response variables and
input variables. While From the perspective of computer science, the data science is
a process of data mining for converting raw data into useful knowledge and
attempts to discover valuable patterns in large data storage.

2.4.2 Data Science Mission

The task of performing data science methods is to store, validate, analyze, visualize,
and extract knowledge from the massive amount of data using computer science
and statistical algorithms. Briefly, the data science area comprises of many sub
areas, such as classification, clustering, and association analysis. The clustering and
classification are two different types of basic problems, important methods in data
mining research. Clustering is the process of grouping similar objects together. The
data clustering analysis is a technique that divides data into several groups (i.e.
clusters).The aim of clustering is to categorize objects being similar to one another
in the similar cluster and place objects being distant from each other in dissimilar
clusters. Data classification is a problem that finds the correct category(s) for data
objects when a set of categories and a group of data set are given.
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2.4.3 Data Science Road Map

This part provides the idea of Data Science Road Map (DSRM) that refers to how to
perform solving process for a data science problem as shown in Fig. 2. This DSRM
consists of different stages as follows [14]:

1. Frame the Problem: It is a very important stage to understand the type of
problem that will be solved using data science methods.

2. Understand the Data: Study and understand the data and the real‐world things
that it describes, which are related to the problem can help in choosing best
methods to handle and manage this data in a given frame time.

3. Feature Extraction: It is the process of extracting features and hidden patterns
from given data that will feed into the data science model for solving a certain
problem.

4. Model and Analyse: In this stage, the data scientists are building a model which
is suitable to a given problem as well as analyze the data sets related to the
problem.

5. Deploy Code: Here, the data scientists write code, and they use several of the
same tools as software engineers.

6. Results Presentation and Visualization: It is the final stage of designing and
implementation of data science model.

2.4.4 Programming Languages for Data Science

There is various programming language which can be useful for data scientists.
Here, will provide some of the most popular ones [14].

• Python: Python is a high‐level scripting language, with functionality similar to
Ruby and Perl and with an unusually clean and self‐consistent syntax. Outside
of the core language, Python has many open‐source technical computing

Fig. 2 Data science road map (DSRM)
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libraries that make it a powerful tool for analytics. Python is considered as one
of the best programming language available for general‐purpose use. It is also a
very popular choice among data scientists, who feel like it balances the flexi-
bility of a conventional scripting language with the numerical muscles of a good
mathematics package.

• R: R is probably the most popular programming language among data scientists.
Python is a scripting language designed for computer programmers, which has
been augmented with libraries for technical computing. In contrast, R was
designed by and for statisticians, and it is natively integrated with graphics
capabilities and extensive statistical functions. One of the key reason to use R is
just that there are so many special libraries that have been written for it over the
years, and Python has not covered all the little special use cases yet.

• MATLAB: The data science community skews strongly toward open‐source
software, so good proprietary programs such as MATLAB often get less credit
than they deserve. Developed and sold by the MathWorks Corporation,
MATLAB is an excellent package for numerical computing. It has a more
consistent syntax compared to R and more numerical muscle compared to
Python. A lot of people coming from physics or mechanical/electrical engi-
neering backgrounds are well‐versed in MATLAB. It is not as well‐suited to
large software frameworks or string‐based data munging, but it is best‐in‐class
for numerical computing.

3 Cybercrimes Investigation in Internet of Things

Recently, The Internet of Things (IoT) has become an attractive research topic for
academia and industry. It has several application domains such as medical, industry
and military. The Internet of Things represents a network of connected devices or
machines include mobile handsets, wireless sensors, refrigerators, cars, Radio
Frequency Identification (RFID), fitness trackers, watches, eBooks, vending
machines, and parking meters, and other types of devices are likely to grow
exponentially over the next years. These devices are already generating, gathering
and communicating enormous volumes of data about themselves, which is collated,
curated, and harvested by a growing number of smart applications.

The IoT devices are considered as sources for massive volumes of data. The
variety of these sources provides complex challenges to digital forensics commu-
nity especially digital investigators who will be required to interact with this new
technology to investigate IoT-based crimes. In the IoT environment, a lot of devices
or machines are interconnecting together. This refers to the possibility of inter-
connecting various different threats and attacks such a malware can easily propagate
through the IoT at an unprecedented rate. In the following design aspects of the IoT
system, there may be various threats and attacks as follows [15]:
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• Data Perception and Collection: In this part, typical attacks involve sovereignty
and control, data leakage and authentication.

• Data Storage: Here many these attacks may happen such as denial-of-service
attacks, data integrity, impersonation, and modification and tampering of sen-
sitive data.

• Data Processing: In this stage, it may be computational attacks that have the
objective of producing wrong data processing outcomes and results.

• Data Transmission: During the transmission process may occur severe type of
attacks like session hijacks, routing attacks, flooding, and channel attacks. So,
effective defense procedures and strategies are of the extreme significance to
guarantee the security of the IoT infrastructure.

3.1 Digital Forensics in IoT Systems

In the last years, some researchers provide work related to the IoT Forensics area.
Some of them explained the concept of the IoT Forensics while the others provided
new methods for performing the digital investigation process in the IoT environ-
ment. Perumal et al. [16], proposed an integrated model which is planned based on
triage model and 1-2-3 zone model for volatile based data preservation. This model
started with the following authorization, planning and obtaining a warrant as fun-
damental steps in the digital forensic investigation process. Then starts to investi-
gate the IoT infrastructure and finally after seizing the IoT device from the selected
area or zone, the investigator completes the digital forensic method which includes
a chain of custody, lab analysis, result and proof, and archive and storage.

Zawoad et al. [17], proposed a Forensics-Aware IoT (FAIoT) model for sup-
porting digital forensics investigations in the IoT environment in a reliable manner.
The FAIoT model provides secure evidence preservation module and secure pro-
vince module as well as access to evidence using Application Programming
Interface (API) that will reduce the challenge in performing investigation process.
To facilitate the digital investigators a centralized trusted evidence repository in the
FAIoT is used to ease the process of evidence collection and analysis. The IoT
devices need to register this secure evidence repository service. The FAIoT
architecture consists of three main parts as follows:

• Secure Evidence Preservation Module: This module can be used to monitor all
the registered IoT devices and store evidence securely in the evidence reposi-
tory. Also, segregating of the data according to the IoT devices and its owner
will do in this module. Hadoop Distributed File System (HDFS) can be used to
handle a large volume of data.

• Secure Provenance Module: This module guarantees the proper chain of cus-
tody of digital evidence by preserving the access history of the evidence.
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• Access to Evidence through API: In this model, a secure read-only APIs to law
enforcement agencies is proposed. Only digital investigators and the court
member will have access to these APIs. Through these APIs, they can gather the
preserved digital evidence and the provenance information.

Oriwoh et al. [18], they proposed two methods for digital investigation in IoT
environment which are 1-2-3 Zones Digital Forensics and Next-Best-Thing Triage
as follows:

1. 1-2-3 Zones Digital Forensics: This approach divides the IoT infrastructure into
three areas or zones to help in performing digital investigation process. These
zones are zone 1, zone 2 and zone 3 as follows:

• Zone 1: This zone is called the internal zone that includes all IoT smart
devices like a smart refrigerator and TV that can contain valuable data about
committed crime in IoT infrastructure.

• Zone 2: This zone includes all intermediate components between resides
between the internal and external networks to support the communication
process. These devices may be protection devices such as Intrusion Detec-
tion and Prevention Systems and Firewalls. The digital investigators can find
evidential data that help them to extract facts about committed crime related
to IoT.

• Zone 3: This zone includes hardware and software components that reside in
the external part of IoT infrastructures such as cloud services and other
service providers that used to IoT devices and users. These components with
hardware devices and software in zone 1 and zone 2 will help digital
practitioners to perform their investigation mission in a timely fashion
manner.

This approach reduces the challenges that will be encountered in IoT environ-
ments and ensures that investigators can focus on clearly identified areas and
objects in preparation for investigations.

2. Next-Best-Thing Triage: The Next-Best-Thing Triage (NBT) can use in con-
junction with the 1-2-3 Zones approach. This approach discusses to find an
alternative source in the crime scene if it unavailable after a crime occurred in
IoT environment. The NBT approach can be used to determine what devices
were connected to the Objects of Forensic Interest (OOFI) and find anything
which left behind the devices after they removed from the network. Direct
access to the OOFI may not always be possible. Therefore, in such circum-
stances, the option of recognizing and considering the next best source of related
evidence may have to be taken. The design of a technique of systematically
deciding what this next best thing might be in different situations and scenarios
can be the subject of further research.
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4 Intrusion Detection in Internet of Things

Intrusion Detection System (IDS) is used to monitor network traffic, check for
suspicious activities and notifies the network administrator or the system. In some
instances, the IDS might also react to malicious or anomalous traffic and will take
action such as barring the user or perhaps the IP address source from accessing the
system. Detection and prevention malicious activities in Internet of Things envi-
ronment becomes very important topic in the coming years.

A typical IDS is consist of sensors, an analysis engine, and a reporting system.
Sensors are deployed at diverse network places or hosts [6, 19]. Their mission is to
gather network or host data such as packet headers, traffic statistics, service
requests, operating system calls, and file-system changes. The sensors send the
gathered data to the analysis engine, which is responsible to investigate the gathered
data and detect ongoing intrusions. When the analysis engine detects an intrusion,
the reporting system generates an alert to the network administrator.

4.1 Attacks in Internet of Things

IoT infrastructure is exposed to various types of severe attacks both from internal
and external so these attacks are mainly categorized by two types inside and outside
attacks. In an inside attack, the attack can be originated by compromised or mali-
cious nodes that are part of the infrastructure while in an outside attack, the attacker
is not a part of the infrastructure. There are several types of attacks against IoT
applications as follows [20]:

• Sinkhole Attack: In this attack, The criminal creates an attack by introducing
false node inside IoT network where the malicious node attracts network traffic
towards it. To launch these types of attack, a criminal node attracts all neigh-
boring nodes to forward their packets through the malicious node by showing its
routing cost minimum.

• Wormhole Attack: In this attack, the enemy node creates a virtual tunnel
between two ends. An enemy node works as a forwarding node between two
nodes. The two criminal nodes usually claim that they are one hop away from
the base station. The wormhole attack can also be used to convince two different
nodes that they are the neighbors by relaying packets between two of them.

• Selective Forwarding Attack: In this attack, criminal node works as a normal
node but it selectively drops some packets. One of the simplest forms of
selective forwarding attack is black hole attack where in it all packets are
dropped by the criminal node.

• Sybil Attack: In this attack, the node has many identities. The routing protocol,
detection algorithm, and cooperation processes can be attacked by a criminal
node.
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• Hello Flood Attack: In a network, the routing protocol broadcast hello message
to announce its presence to its neighbors. A node which receives the hello
message may assume that the source node is within its communication range
and add this source node to its neighbor list.

• Denial of Service (DOS) Attack: This attack can damage the availability of
resources to legitimate users. Such type of attacks, when launched by various
criminal nodes is called Distributed Denial of Service (DDoS). This attack may
affect the network resources, such as bandwidth and CPU time.

4.2 Categorization of IDS in Internet of Things

In [6], they classified Intrusion Detection in IoT regarding the following attributes:
IDS placement strategy, detection method, security threat and validation strategy as
shown in Fig. 3.

1. IDS Placement Approaches

In IoT infrastructure, the IDS can be located in the border router, in one or more
dedicated hosts, or in every physical object. The advantage of placing the IDS in the
edge router is the intrusion detection from the Internet against the devices in the
physical domain. However, an IDS in the edge router might produce communi-
cation overhead between the LLN nodes and the edge router because of the IDS
regular querying of the network state. There are three possible placement approa-
ches for IDSs as follows:

1. Distributed IDS Placement: In this placement strategy, IDSs are employed in
every single physical object of the LLN. The IDS deployed in each node must
be optimized since these nodes are resource-constrained. In the distributed

Fig. 3 Intrusion detection in internet of things
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placement, the nodes may also be responsible for monitoring their neighbors.
Nodes that audit their neighbors are called as watchdogs.

2. Centralized IDS Placement: In the centralized IDS placement, the IDS is located
in a centralized component, for example, in the border router or a dedicated host.
All the data that the LLN nodes collect and transmit to the Internet cross the
border router along with the requests that Internet clients send to the LLN nodes.
Consequently, the IDS placed in a border router can analyze all the traffic
exchanged between the LLN and the Internet. However, analyzing the traffic
that traverses the border router is not enough to detect attacks that involve only
nodes within the LLN. Then, scientists must propose IDSs that can observe the
traffic switched between LLN nodes, without ignoring the impact that this
monitoring activity may have on low capacity nodes operation. Also, the cen-
tralized IDS may have trouble in auditing the nodes through an attack that
compromises part of the network.

3. Hybrid IDS Placement: Hybrid IDS placement combines ideas of centralized
and distributed placement to take benefit of their strong points and avoid their
weaknesses. The first approach for hybrid placement organizes the network into
clusters or regions, and only the main node in each host of cluster an IDS
instance. Then, this node becomes responsible for auditing the other nodes of its
cluster. In the second approach for hybrid placement, IDS modules are placed
both in the edge router and in the remaining network nodes. The key difference
of this approach to the first one is the presence of a central element. The IDS
modules in the edge router are responsible for tasks that demand more resource
capacity, while the IDS modules in regular nodes are usually lightweight.

2. Detection Approaches

Intrusion detection approaches in IoT are categorized into four types depending
upon the detection mechanism which is anomaly-based, signature-based,
specification-based and hybrid.

1. Signature-based Approaches: In signature-based approaches, IDSs detect
attacks when the system or network behavior matches an attack signature
warehoused in the IDS in-house databases. If any system or network activity
matches with stored patterns/signatures, then an alert will be triggered.
Signature-based IDSs are accurate at detecting known threats, and their tech-
nique is easy to understand. However, this approach is ineffective to detect new
attacks and variants of known attacks, since a matching signature for these
attacks is still unidentified.

2. Anomaly-based Approaches: Anomaly-based IDS compare the activities of a
system at an instant against a normal behavior profile and produces the alarm
whenever a deviation from normal behavior goes beyond a threshold. This
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approach is effective to detect new attacks, in particular, those attacks related to
misuse of resources. Nevertheless, whatever that does not match to a normal
behavior is considered an intrusion and learning the entire scope of the normal
behavior is not a simple task. Thereby, this method usually has high false
positive rates. To construct the normal behavior profile, scientists usually
employ statistical methods or machine learning algorithms that may be too
heavy for low capacity nodes of IoT networks. Consequently, anomaly-based
methods for IoT networks should take this particularity into account.

3. Specification-based Approaches: A specification is a group of rules and
thresholds that express the expected behavior for network elements such as
nodes, protocols, and routing tables. Specification-based approaches detect
intrusions when network behavior deviates from specification definitions.
Therefore, specification-based detection has the same purpose of anomaly-based
detection: identifying deviations from normal behavior. However, there is one
important difference between these methods: in specification-based approaches,
a human expert should manually define the rules of each specification. Manually
defined specifications usually provide lower false positive rates in comparison
with the anomaly-based detection. Besides, specification-based detection sys-
tems do not need a training phase, since they can start working immediately
after specification setup. However, manually defined specifications may not
adapt to different environments and could be time-consuming and error-prone.

4. Hybrid Approaches: Hybrid approaches use ideas of signature-based, specifi-
cation based and anomaly-based detection to maximize their advantages and
minimize the impact of their disadvantages.

3. Security Threats

The goal of this part is to introduce how various types of attacks have been
addressed in the IDS proposals for IoT. Enabling IoT solutions involves a com-
position of several technologies, services, and standards, each one with its security
and privacy requirements. With this in mind, it is reasonable to assume that the IoT
paradigm has at least the same security issues as mobile communication networks,
cloud services, and the Internet. However, classical security countermeasures and
privacy enforcement cannot be directly applied to IoT technologies due to three
fundamental aspects: the limited computing power of IoT components, the high
number of interconnected devices, and sharing of data among objects and users.

4. Validation Strategy

Validation consists of checking that the built model behaves with satisfactory
accuracy within the study aims. There are several validation methods, and they may
be distinguished by two sources of information: experts and data. While the use of
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experts provides a subjective and often qualitative model validation, the use of data
may allow a quantitative and more objective validation. The objective of this part is
to investigate the validation strategy employed in the intrusion detection methods
for IoT. Such criteria could be a starting point for evaluating the maturity level of
this domain. For this purpose, the classification of validation methods can be as
follows:

• Hypothetical: theoretical examples, having unclear relation to actual phenomena
and degree of realism.

• Empirical: empirical approaches, such as systematic experimental collecting of
data from operational settings.

• Simulation: Simulation approaches of some IoT scenario.

• Theoretical: formal or precise theoretical arguments to support results.

• None: no validation approaches are employed.

5 Applying Data Science Methods for Cybercrimes
Investigation and Intrusion Detection in Internet
of Things

Data science and knowledge discovery methods become significant topics in
security domain where they can assist security professionals and digital investi-
gators to detect and investigate cybercrimes as well as introduce solutions to
malware and threat prediction, detection, and prevention at an initial stage.
Knowledge discovery is known as data mining which refers to the process, in which
hidden, unknown and potentially valuable information are extracted from massive,
noisy, incomplete, and random data. The extracted information will be used for
deriving novel insights, promoting business and scientific events, and speeding up
and advancing scientific innovation.

At the present time, the furthermost imperative data mining algorithms mainly
cover clustering, classification, regression, association analysis, statistical learning
and linking mining. The methods of data science can use in the areas of cybercrimes
investigation and intrusion detection in IoT environment to provide effective per-
formance in the investigation, detection, prevention and prediction of IoT-based
crimes in a timely fashion manner.
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5.1 Data Science Methods for Cybercrimes Investigation

Data science and big data analytics have become significant paradigms to inves-
tigate IoT-based cybercrimes. Data science methods can use to analysis generated
data from Internet of Things to investigate the crimes as well as predict the new
coming severe attacks and crimes in the future. Lately, there are some challenges in
digital forensics such as [21]:

• Visualization of large amounts of data to the tribunal: Visualization of finding
from the analysis of digital evidence is vital for presenting the results in a court
of law. Presentation and visualization of large of data is a problem faced digital
practitioners and examiners in the digital forensics area so that there is a need for
novel methods to deal with the massive size of data that generated from the
crime scene in forensically and timely fashion way.

• Search in a large amount of data: Search is a commonly used application in
digital forensics for extract valuable proof from digital evidence. Classical data
is a summarization of structured data, which is enhanced for fast access and
well-defined queries. Standard search methods are good for classical data.
However, big data is unstructured or semi-structured. Consequently, general
search procedures are not applicable to big data, especially for text, images, and
videos that are structured for storage and display but not structured according to
the content. Big data search objectives to extract convenient evidence from
enormous data, and to facilitate decision-making. How to get value out of big
data is a big challenge.

• Storing and rapid indexing of massive amounts of data: Conventional data
storage not suitable for a large amount of data that created as a result of big data
idea. This large amount of data that generated from different data sources need
high size storage capacity to store for the digital investigation purpose. In recent
times, data become big so faster indexing of the data is a challenge for digital
investigators. In order to rapid indexing to the analysis of the large size of data,
there is a need for faster methods and devices that have the ability analysis data
within a given time frame.

From the aforementioned challenges, there is a need for employing data science,
data mining and big data analytics methods in cybercrime investigation area
because they have many advantages to support the digital investigation. Current
digital forensic methods cannot do the extraction and analysis activities for the
massive amount of data in an efficient manner so that there is need to scale up these
methods to be suitable to the huge size of data. Some advantages of data science
methods for digital forensics can be as the following:

• Enhance the analysis of evidential data which extracting from the crime scene.
• Diminish processing time of huge data analysis.
• Improve information quality associated with data analysis.
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• Better utilization of existing computing, processing and storage resources.
• Decrease costs and save the time of the digital investigation.

The combining data science and digital forensics is to solve the crucial challenge of
analyzing immense amount of data in actionable time while at the same time
preserving forensic principles in order for the results to be presented in a court.
After introducing digital forensics and data science in the background section
explores the challenges to propose how data science methods can be adapted to the
unique context of cybercrime investigation, ranging from the evidence managing
through Map-Reduce to machine learning approaches for triage and analysis of a
large amount of forensic data.

Data science using machine learning techniques can use to handle several
complications that currently exist in digital forensics such as extracting and ana-
lyzing digital evidence from the crime scene. Using techniques that can automatic
extraction of complex data representations or features in digital forensics can
enhance the process of analyzing large amount of digital evidence in short time with
high quality and accuracy of results. These techniques motivated by digital
investigators and examiners to use in the forensic analysis stage. There are a
number of topics in cybercrimes investigation in Internet of Things where machine
learning techniques can be used as follows:

• Data Indexing: Large-scale volume of data such as text, image, video, and audio
are being extracted and collected from different sources that can make investi-
gation process harder especially when crimes related to environment such as
Internet of Things. These huge amounts of data need semantic indexing rather
than being stored as data bit strings. Semantic indexing presents the data in a
more efficient manner and makes it useful as a source for knowledge discovery
and understanding.

• Pattern Recognition: Pattern recognition is an important area in machine
learning that working on extracting patterns from input data. Supervised data
that trained from labeled data and unsupervised learning that discover unknown
patterns. Both of them can use in the pattern recognition. It is used to identify
pattern or feature in data through determining and specify types or clusters of
data. The pattern recognition can help in digital forensics\ for performing
detecting a pattern in an e-mail message which indicates malicious code like
spam or virus. Likewise, can be used to discover identities in digital evidence
that is extracting from the crime scene.

• Authorship Identification: Criminals can use fake emails for performing activ-
ities without tracing them through hiding their identity. Authorship Identifica-
tion is an important technique which used to solve this problem by identifying
the authors of these fake e-mails that can help digital investigators and exam-
iners to perform investigation process in a timely fashion manner.

• Image Region Forgery Detection: In recent time, the number of tampered
images is increased incredible way due to the use of social networks like
Facebook, Flicker, and Twitter. These tampered images can be shared easily by
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the users that may lead serious consequences so the authenticity of digital
images is urgently needed. The presence of tampered images is an important
topic in digital forensics.

• File Fragments: Detection of data from disks is challenging faced by digital
investigators to recover data from disk. The data when deleting from disk is not
permanent where they simply mark each block of the file as unallocated and
available for use. The process of recovering unallocated data called as ‘file
carving’. Machine learning introduces approaches to recognizing the file types
of file fragments for the purpose of file carving for the reconstruction of partially
erased files on disk into whole files.

5.2 Data Science Methods for Intrusion Detection

Intrusion detection refers to the procedure of auditing and analyzing the events
occurring in a system to detect malicious behaviors. The intrusion detection process
involves detecting a set of nasty actions that compromise available resources. In last
years, there is a serious need for new data science methods for analysis of
sophisticated attack in Internet of Things environment. Current methods suffer from
evaluation, comparison, and deployment which originate from the scarcity of
adequate publicly available network trace data sets. Also, publicly existing datasets
are either out-of-date or generated in a controlled environment.

Data science involves various analytical techniques such as machine learning,
artificial intelligence, and data mining that are useful for extracting features from
data sets. There are many techniques which can use to detect unknown new attacks.
These techniques such as prediction, classification, clustering and relation rule.

• Prediction: It is a technique that predicts the future possibility and trend.
Regression analysis is a representative prediction technique. Researchers can
predict attack possibilities using regressing analysis. Regressing analysis can
predict similar behaviors from collected attack logs.

• Classification: It is a technique that predicts the group of a new attack from huge
data. Classification helps security administrator to decide the direction of pro-
tection and analysis.

• Clustering: It is an unsupervised technique where the data set is divided into sub
parts sharing same properties. The clustering process is used for finding simi-
larities in data and putting similar data into sets. Clustering partitions a data set
into several groups such that the similarity within a group is larger than that
among groups. Clustering procedures are used extensively not only to organize
and categorize data but are also suitable for data compression and model
construction.

Cybercrimes Investigation and Intrusion Detection … 59



• Relation Rule: It is a technique that discovers hidden relations among data. The
action of discovering relation rule is named association analysis or link analysis.
The relation from time flow is named as sequence rule. This analysis technique
can determine abnormal behavior by analyzing user or process behaviors.

Data scientists and researchers can make great achievements in this area through
designing novel threat detection models that can combine data science, machine
learning, and behavioral analysis. They can recognize the underlying purpose of
traffic, detect attack behaviors in real time IoT applications. This model can be
applied directly to network traffic to expose underlying attack features that
unknown. Supervised and unsupervised machine learning algorithms can help in
discovering uncover new attack behaviors.

In order to develop and propose new efficient intrusion detection systems based
on data science methods, it is required to work on attacks datasets to test and
evaluate their innovation detection and prevention models. One of the most com-
mon data sets for developing attacks and intrusions detection system is KDD CUP
99 dataset [22]. The KDD CUP 99 has been most commonly used in attacks
detection using data mining techniques. The KDD data set contains 10% of original
dataset that is approximately 494,020 single connection vectors each of which has
41 features and is labeled with exact one specific attack category. Every vector is
labeled as either normal or an attack, with accurately one specific attack category.
The simulated attack may be one of the following four categories [23]:

1. Denial of Service (DOS) Attack: In this attack, the attacker makes computing or
memory resources busy to allow the legitimate request, or deny the access
legitimate of users to the system. The DOS involves attacks such as ‘land’,
‘smurf’, ‘neptune’, ‘pod’, ‘back’ and ‘teardrop’.

2. Users to Root (U2R) Attack: In this type of attack, the attacker starts out with
access to a normal user account on the system and is able to exploit some
vulnerability to obtain root access to the system. The U2R involves attacks such
as ‘loadmodule’, ‘rootkit’, ‘buffer_overflow’ and ‘perl’.

3. Remote to Local (R2L) Attack: In this attack, the attacker sends packets to the
system over a network but who does not have an account on that system and
exploits a vulnerability to gain local access as a user of that system. The R2L
contains attacks such as ‘warezclient’, ‘imap’, ‘multihop’, ‘guess_passwd’,
‘warezmaster’, ‘spy’ ‘ftp_write’, and ‘phf’.

4. Probing Attack: In this category, the attacker attempt to gather information
about the network of computers for the apparent purpose of circumventing its
security. This attack covers the following attacks: ‘portsweep’, ‘satan’, ‘nmap’,
and ‘ipsweep’.
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6 Conclusions and Future Directions

In recent times, data science become a very significant topic that has attracted
attention numerous researchers who interest in solving problems of intrusion
detection and cybercrimes detection in Internet of Things environment. Therefore,
this chapter introduced the principles of Digital Forensics, Intrusion Detection and
Internet of Things as well as exploring data science concepts and methods that can
help the digital investigators and security professionals to develop and propose new
techniques and methods that can be adapted to the unique context of Internet of
Things infrastructure for performing intrusion detection and cybercrimes investi-
gation. As future research work, researchers may focus on some issues such as
follows:

• To explore advantages and disadvantages of various current intrusion detection
strategies.

• To improve the security of alert traffic, alert correlation, and autonomic man-
agement systems.

• To develop new/novel detection model for automated risk management through
linking machine learning procedures, data science methods, and behavioral
analysis.

• To propose invulnerable-based heuristic IDSs using neural and fuzzy methods
to control the sensitivity of alerting malicious intrusions to decrease false alarm
rate.

• To develop advanced feature extraction and selection algorithms for improving
the performance of detection models will be positively affected. And also, help
to construct strong and efficient classifier to detect new attacks and threats.

• To use deep learning methods for predictions and classification of attacks.
• To improve the performance of real-time intrusion detection systems.
• Use Big Data analytics tools and platforms such as Apache Hadoop ecosystems

and Apache Spark to enhance and increase analysis performance in intrusions
and attacks detection.
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Modelling and Analysis of Multi-objective
Service Selection Scheme in IoT-Cloud
Environment

Chinu Singla, Nitish Mahajan, Sakshi Kaushal, Amandeep Verma
and Arun Kumar Sangaiah

Abstract Internet of Things (IoT) is a heterogeneous ubiquitous network based
upon modern computational intelligent techniques. A large scale IoT environment
composed of thousands distributed entities and a number of multimedia smart
devices. In recent years, due to the improvement of popularity and capability of
smart mobile devices, Mobile Cloud Computing (MCC) gains a considerable
attention in Internet of Things (IoT) environment. As there are variety of clouds that
provides same services, it becomes quite difficult for users to choose an ideal cloud
from a variety of clouds for migrating computationally intensive applications. So,
selecting the optimal cloud among multiple alternatives which saves resource
availability and execution time is a Multi-Criteria Decision Making (MCDM) issue.
This chapter introduces an assessment model based on Fuzzy Analytic Hierarchy
Process (FAHP) and Fuzzy Technique for Order Preference by Similarity to Ideal
Solution (FTOPSIS) which helps the users to select an optimal cloud where
uncertainty and subjectivity are parameterized using triangular fuzzy members and
is handled by using linguistic values. The proposed computational intelligence
decision making model enables decision makers to better understand the whole
evaluation process and thus provides more accuracy, systematic and efficient
decision support tool.
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1 Introduction

Cloud Computing (CC) directs to accessing, configuring and manipulating the
application through the Internet. It provides different resources and services to
mobile device such as Software as a Service (SaaS), Infrastructure as a Service
(IaaS), Platform as a Service (PaaS), Testing as a Service (TaaS), etc. through
various service providers and customers can access these resources through
rich-resourceful data centers [1]. With the enhancement of mobile applications and
cloud computing support, Mobile Cloud Computing (MCC) is introduced which is
defined as the combination of cloud computing into the mobile domain [2]. It
provides new services and facilities to mobile users ubiquitously by attaining the
benefits of cloud data centres. The Internet of things (IoT) paradigm is based on
self-configuring and intelligent nodes that are interconnected in a dynamic network
infrastructure. IoT can benefit from the unlimited resources and capabilities of cloud
in terms of storage and processing power. The integration of IoT with the cloud
solves many issues [1, 3] by providing additional features such as ease-of-use,
ease-of-access and decreased deployment costs [4].

Along with the enhancement of MCC [2], offloading has become an ideal
solution to enhance energy consumption, battery lifetime and execution time on
smart mobile devices. Due to the emergence of a class of clouds providing similar
services to mobile users having different CPU utilization, speed and thus migrating
the same application may require different amount of computing and execution time
due to the difference in cloud’s speed, cost and resource availability. So, it is
necessary to choose an optimal cloud from a variety of clouds which satisfies the
user requirements in less cost and with improved throughput performance.

For selecting an optimal cloud, a large variety of data and parameters needs to be
analysed which is a complex process. Various Multiple Criteria Decision Making
[5] techniques are used for migrating intensive applications by selecting an
appropriate cloud. MCDM is defined as finding the best alternative from all the
optimal alternatives usually when multiple conflicting criteria’s are evaluated. It
consists of a large number of objectives which cannot be achieved simultaneously.
One of the most outstanding MCDM techniques is the Analytic Hierarchy Process
(AHP) [6, 7] which help in determining the relative weights of different criteria’s.
Conventional AHP is often criticized as it requires pair-wise comparison which
involves uncertainty and impreciseness in decision problems [8]. TOPSIS, another
MCDM approach is based on selecting an ideal alternative that has the maximum
distance from the negative- ideal alternative and minimize distance from the pos-
itive- ideal alternative. Hwang and Yoon [9] described more detailed information
about the TOPSIS method.
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In most references cases, decision-makers preferences are imprecise and are
unable to make accurate numerical comparisons. When an uncertainty exists in a
pair-wise comparison, fuzzy decision making is a powerful tool used under fuzzy
environment to select an appropriate alternative. Conventional decision-making
techniques work only with the exact numerical data which never deals with the
uncertain or fuzzy data.

The objective of this chapter is to propose computational intelligence decision
making model can enable users to use cloud services during mobility accurately,
cost effectively and in systematic way.

The remainder of this study is structured as follows: Sect. 2 discuss the related
work. Section 3 describes the different optimization techniques of MCDM model.
In Sect. 4, proposed model for cloud path selection is presented by explaining
different stages of the proposed approach. Section 5 illustrates how proposed model
is used for cloud path selection by considering the real-world application. Section 6
describes the implementation details and experimental results of our proposed
work. Section 7 concludes the chapter by giving future directions.

2 Literature Review

In recent period, a lot of research work has been investigated on cloud based IoT
technologies to achieve efficient computation offloading process. For effective and
accurate evaluation, experts’ may require multiple parameters to be considered and
huge amount of data to be analysed [10]. The MCDM technique should wait until
the experts’ and analysts understand the whole problem, objectives, different cri-
teria’s, feasible alternatives and level of uncertain data [11]. In [12], researchers had
used multiplicative priority rating techniques for the AHP. In this chapter, authors
had focused on evaluating the consistency of different decision maker judgements
in decision support systems [13]. In [7], authors had described that eigen-vector of
pair-wise comparison matrix shows the local priority criteria weights, sub-criteria
and alternatives. In [14], sequential decision-making method was used by con-
ducting the question response process and developed a dynamic programming for
it. According to [15], authors have proposed AHP and TOPSIS technique to
evaluate airlines service quality. An AHP based technique was proposed by Godse
and Mulik to select a SaaS service [16]. An ANP based procedure to select IaaS
service has been proposed by Menzel et al. [17]. Zeng et al. proposed architecture
based on cloud service and an algorithm to select an ideal cloud service [18].
Simple additive weighted-based approaches for ranking different cloud service have
been proposed by Saripalli and Pingali [19, 20] discussed different approaches to
ERP selection problem using FAHP and Fuzzy TOPSIS method. A greedy tech-
nique for a cloud service selection problem using B+ trees has been proposed by
Sundareswaran et al. [21]. A MCDM approach was used to evaluate the perfor-
mance of mobile phone alternatives [22]. Wang et al. described a dynamic model of
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cloud service selection by using dynamic learning technique for multi-cloud
computing purpose [23].

Although most of the work has been done on cloud path selection for offloading
in MCC environment but that is limited only on single criterion. However, in this
study, both single and multiple decision analysis approaches are performed by
considering different criteria’s such as availability, capacity, privacy, speed and cost
in selection problem.

3 Optimization Techniques

This section presents a brief overview on optimization techniques to solve various
MCDM problems.

3.1 The Analytic Hierarchy Process (AHP) Method

Saaty has developed an Analytic Hierarchy Process (AHP) to determine the relative
importance of different activities in a multi-criteria decision problem [7]. AHP
makes it possible to incorporate judgement on indefinable qualitative criteria
alongside defined criteria [24]. Within a hierarchical structure, AHP separates the
complex decision problems into elements and then converts it into mathematical
values to select optimal criteria from a set of criteria’s. This method has been
widely used in solving complicated decision- making problems [25, 26]. It basically
consists of six steps to determine the relative weights of the criteria [7]. In the first
step, an unstructured problem is defined by clearly defines its goals and outcomes.
In the second step, it breaks down a complex multi-criteria decision problem into a
hierarchical structure consists of a set of decision elements (criteria, sub-criteria and
alternatives). In the decision hierarchy, these decision elements are arranged in
hierarchical structure. A hierarchy consists of at least three levels; overall objective
at the top, multiple feasible criteria’s based on user’s preferences at the middle and
decision opinions at the bottom [27]. In the third step, pair-wise comparison is
performed for constructing the comparison matrix, Aw (n * n). In the fourth step,
eigen value method is used where the weights are given by right eigen vector
(v) corresponding to the largest eigen value (λmax) as given in Eq. (1). Consistency
of the pair-wise comparison matrix is checked in fifth step by using Eq. (2). In the
final step, aggregation of relative weights is done to evaluate the overall perfor-
mance of all the alternatives.

Aw = λmaxv ð1Þ

CI= ðλmax − nÞ ̸ n− 1ð Þ ð2Þ
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3.2 The TOPSIS Method

Hwang and Yoon was developed the technique named as TOPSIS (Technique for
Order Preference by Similarity to Ideal Solution). This technique selects the optimal
alternative which is simultaneously close to the positive ideal solution and farthest
from negative ideal solution [28]. The positive ideal solution is a solution which
minimizes the cost criteria and maximizes the benefit criteria, whereas the negative
ideal solution minimizes the benefit criteria and maximizes the cost criteria [29].
There have been lots of literature studies for MCDM problems which use TOPSIS
method to obtain final ranking of alternative clouds [30, 31].

3.3 Fuzzy Set Theory

Zadeh has introduced fuzzy set theory to determine uncertainty to complex deci-
sion- making problems [32]. It is represented in terms of membership values having
values lies between 0 and 1. Using fuzzy MCDM approach, we can convert the
existing accurate values to five levels which are represented as Very Low (VL),
Low (L), Medium (M), High (H), and Very High (VH). A triangular fuzzy rep-
resentation is very suitable in fuzzy system as shown in Fig. 1. The function value
μh as described in Eq. (3) represents membership function of x and triangular
membership function is represented by a triplet (h1, h2, h3) [33].

μh xð Þ=
y− lð Þ ̸ n− lð Þ, l≤ y≤ n
p− yð Þ ̸ p− nð Þ, n≤ y≤ p

0, otherwise

8<
: ð3Þ

Here s and t represents the lower and upper bounds of the fuzzy number and n
describes the modal value for h.

Fig. 1 Triangular fuzzy
number
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In our work, we have used fuzzy AHP and fuzzy TOPSIS as it helps the users to
select an optimal alternative in a fuzzy environment where uncertainty is parame-
terized using triangular fuzzy numbers and is handled by using linguistic values.
Further, our proposed model is presented in next section.

In next section, we have used FAHP and FTOPSIS method to rank the
cloud-path pairs for offloading in MCC environment.

4 Proposed Model

This section presents details of proposed algorithm. The algorithm firstly takes
input as an evaluation criterion’s and gives an optimal output from a set of alter-
natives. Then fuzzy AHP and fuzzy TOPSIS are applied and presented in
Sects. 4.1, 4.2 and 4.3 respectively.

4.1 Evaluation Framework

MCDM is widely used tool for solving the multiple conflicting criteria problems
[34–37]. These techniques enable the decision makers to structure the problem
systematically and clearly. MCDM problems are assumed to have predetermined
and limited number of alternatives are considered. The main aim of our chapter is to
select the feasible alternative among a set of clouds in respect to the customers
preference orders. For implementation, our proposed algorithm is mainly divided
into two parts. Firstly, FAHP is used to determine the priorities of various
assessment criteria’s and then select the best alternative using fuzzy TOPSIS
method. The evaluation framework consists of three main steps as described in
Fig. 2. In the first step, we identify the assessment criteria which are considered as
the most preferable criteria based on user’s preferences. Then, by using FAHP
method we determine the weights of criteria after constructing the selection criteria
hierarchy and in the final step fuzzy TOPSIS method is used to achieve the final
ranking of possible alternatives.

4.2 Fuzzy AHP Model

Due to uncertainty and insufficient information, sometimes it becomes quite difficult
for the experts to take the appropriate decision within the decision environment. So,
to solve these issues a fuzzy set theory is used based on user perceptions. FAHP is a
fuzzy extension of conventional AHP and it consist the following six steps [38].
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Step 1: Construct pair-wise comparison matrix among all the elements and express
it by using 9-point scale defined by Satty [7] as given in Table 1.

A=

a11 a12 ⋯ a1n
a21 a22 ⋯ a2n
⋮ ⋮ ⋯ ⋮
an1 an2 ⋯ ann

2
664

3
775 ð4Þ

Fig. 2 Evaluation framework

Table 1 9-Point scale and its
definition [7]

Intensity of Importance Definition

1 Equally important
3 Moderately more important
5 Strongly more important
7 Very strongly more important
9 Extremely more important

2, 4, 6, 8 Intermediate values
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Here aii = 1 and aij = 1
aji

Step 2: Comparison matrix consistency analysis:

A=

w1
w1 +w1

w1
w1 +w2

⋯ w1
w1 +wnw2

w2 +w1

w2
w2 +w2

⋯ w2
w2 +wn

⋮ ⋮ ⋯ ⋮
wn

wn +w1

wn
wn +w2

⋯ wn
wn +wn

2
664

3
775=

s11 s12 ⋯ s1n
s21 s22 ⋯ s2n
⋮ ⋮ ⋯ ⋮
sn1 sn2 ⋯ snn

2
664

3
775 ð5Þ

If it is consistent it must satisfy:

sii =0.5, sij + sji =1,
1
sij

− 1=
1
sik

− 1
� �

×
1
ski

− 1
� �

ð6Þ

Step 3: Evaluate positive fuzzy matrix to convert pair-wise comparison matrix into
fuzzy numbers having values between 0 and 1. The fuzzy pair-wise comparison
scale is given in Table 2 which when compared with Satty’s scale (Table 1) must
satisfies the following equation.

sij =
aij

aij +1
ð7Þ

Step 4: Calculate the fuzzy weights of decision elements as shown in Eq. (8).

W= ðw1,w2, . . . wnÞ ð8Þ

wi =
zi

∑n
i = 1 zi

ð9Þ

where, zi = 1

∑n
j=1

1
sij
j− n

h i

Step 5: Integrate the decision of all experts by taking Geometric mean.

Step 6: Obtain final ranking by evaluating the Consistency Index (CI) as presented
in Eq. (10).

Table 2 Fuzzy pair wise
comparison scale and its
description

Fuzzy pairwise scale Description

0.5 Equally important
0.55 Slightly important
0.65 Important
0.75 Strongly important
0.85 Very strongly important
0.95 Extremely important
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CI=
∑n

i=1
AWð Þi
nwi

h i
n− 1

ð10Þ

And, Consistency Ratio (CR) is obtained according to Eq. (11).

CR=
CI
RI

ð11Þ

Where, RI is Random Consistency Index and its values are shown in Table 3.

4.3 Fuzzy TOPSIS Model

Fuzzy TOPSIS method is used for formulating decision problem that are parame-
terized using triangular fuzzy number and is handled by using Linguistic values
[39]. It contains following steps [40].

Step 1: Construct the fuzzy decision matrix for ranking of different alternatives
[39].

X=

x11 x12 ⋯ x1N
x21 x22 ⋯ x2N
⋮ ⋮ ⋯ ⋮

xM1 xM2 ⋯ xMN

2
664

3
775 ð12Þ

where N is the number of criteria’s and M is the total number of alternatives. Here
normalization is not required as belong to [0, 1]. The triangular fuzzy numbers
relate with linguistic variables as shown in Table 4.

Table 3 Values of RI

Matrix size 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49

Table 4 Fuzzy membership
functions

Linguistic values Fuzzy ranges

Very low (VL) (0, 0, 0.2)
Low (L) (0, 0.2, 0.4)
Medium (M) (0.2, 0.4, 0.6)
High (H) (0.4, 0.6, 0.8)
Very high (VH) (0.6, 0.8, 1)
Excellent (E) (0.8, 1, 1)
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Step 2: Calculate the weighted fuzzy normalized decision matrix.

yij = xij ×wj, i = 1, 2 . . . M and j = 1, 2 . . . N ð13Þ

Where wj represents the weights of jth criterion obtained using FAHP method.
Step 3: Identify the positive ideal (A+) and negative ideal (A− ) solutions as

presented in Eq. (14).

A+ = y+
1 ,

�
y+
2 , . . . , y+

N g= maxiyij
� �n o

ð14Þ

A− = y−
1 ,

�
y−
2 , . . . , y−

N g= miniyij
� �n o

We assume fuzzy positive ideal solution as y+
j = (1, 1, 1) and negative ideal

solution as y−
j = (0, 0, 0) [22].

Step 4: Calculate distance from A+ and A− using Euclidean distance according
to Eq. (15).

D+
i = ∑N

j= 1 d yij, y
+
j

� �

D−
i = ∑N

j= 1 d yij, yj
� � ð15Þ

Step 5: Calculate the closeness to ideal solution.

Si =
D−

i

D+
i +D−

i
ð16Þ

Step 6: Finally rank preference order according to Si in descending order.
So, we have concluded that the cloud having the largest Si value is considered as

the ideal cloud according to the fuzzy TOPSIS calculations.

5 Numerical Analysis

In this section, proposed work is numerically analyzed by considering real-time
mobility environment by considering various parameters such as resource avail-
ability, privacy, capacity, speed and cost. As real-time mobility environment allows
the user to access application, infrastructure and corporate services in a secure and
effective manner.

The decision making hierarchical structure of the chapter with the criteria’s and
decisions is portrayed in Fig. 3.

We assume the priority of importance of criteria’s as shown in Table 5 which is
ranked as: availability > speed > capacity > cost > privacy. However, the priority
of these criteria’s is different in different conditions.
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By using the FAHP method, we evaluate the priority weights, CI, RI and CR as
shown in Table 6.

From above Table, it can be analyzed that CR = 0.05 < 0.1. It means the
weights are consistent under FAHP method.

Fig. 3 Decision- making problem hierarchy

Table 5 Fuzzy pair-wise comparison matrix

Criteria Availability Capacity Privacy Speed Cost

Availability 0.5 0.7 0.8 0.5 0.9
Capacity 0.3 0.5 0.6 0.3 0.7
Privacy 0.2 0.4 0.5 0.1 0.4
Speed 0.5 0.7 0.9 0.5 0.7
Cost 0.1 0.3 0.6 0.3 0.5

Table 6 Results Obtained
using FAHP

Criteria Weights Rank CI, RI, CR

Availability 0.3708 1 CI = 0.056
RI = 1.12
CR = 0.05

Capacity 0.1528 3
Privacy 0.0609 5
Speed 0.348 2

Cost 0.0673 4
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6 Implementation and Experimental Results

The applications of Cloud have various requirements for configuration and
deployment. It is very difficult to analyse the performance of these applications on
real Cloud. For the purpose of implementation, CloudSim and MATLAB were used
as simulation tools which help in evaluating different application without investing
in the purchase of real time Cloud infrastructure. CloudSim allows the users to
focus on a specific design or implementation issue without worrying about the
detailed workings whereas, MATLAB is used to calculated the weights of a fuzzy
decision matrix using FAHP and FTOPSIS method.

Table 7 Fuzzy TOPSIS results

Alternatives D+
i D−

i Si Rank

Cloud 1 3.761 2.262 0.376 2
Cloud 2 3.724 2.309 0.383 1
Cloud 3 3.900 2.124 0.353 3
Cloud 4 3.981 2.044 0.339 5
Cloud 5 3.919 2.110 0.350 4
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Fig. 4 The decision hierarchy of cloud path selection
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In this problem of cloud selection, it can be concluded that privacy is the cost
criterion while other criterions are benefit criteria. The results of fuzzy TOPSIS as
shown in Table 7 where D+

i , D−
i and Si can be calculated by using Eqs. (15) and

(16).
Based on Si values, the ranking of clouds in ascending order are cloud 4, cloud

5, cloud 3, cloud 1 and cloud 2 as shown in Fig. 4. Therefore, in this case users can
choose cloud 2 to offload data and access different types of cloud services when we
consider these five criteria’s simultaneously.

Thus, when the criteria weights are uncertain and inaccurate, then FAHP and
Fuzzy TOPSIS are the preferred techniques which enables makers to better
understand the whole evaluation process and thus increases the efficiency of
decision making process in cloud path selection for offloading in MCC
environment.

7 Conclusion and Future Scope

This study proposes a computational intelligent scheme based on fuzzy AHP and
fuzzy TOPSIS to select an optimal cloud for accessing different services of cloud
and also offloading data by evaluating the weights of important criteria’s and by
calculating the final ranking of alternative clouds. This chapter aims in choosing the
cloud path when multiple criteria are considered which will be a critical issue for
migrating and using the applications in cloud during mobility. When the criteria
weights are uncertain and inaccurate, then FAHP and Fuzzy TOPSIS are the pre-
ferred techniques. The proposed algorithm allows analysts to better understand the
whole evaluation process and thus increases the efficiency of decision making
process in cloud path selection for offloading in MCC environment. As a future
work, mathematical models can also be integrated using the proposed model path to
ensure more integrated or comparative study by addressing different system
architecture which combines the mobile cloud and IoT applications that provides
better quality of service.
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Cognitive Data Science Automatic Fraud
Detection Solution, Based on Benford’S Law,
Fuzzy Logic with Elements of Machine
Learning

Goran Klepac

Abstract Developing fraud detection models always has been challenging area.

Low frequency of fraudulent cases within data, indications instead of certainty

contribute to very challenging area for data science method applying. Traditional

approach of predictive modelling became insufficient, because relaying on few vari-

ables as a base of the fraud model are very fragile concept. Reason for that is fact that

we are talking about portfolio with low cases of events, and from the other hand it

is unrealistic to lean on few variables articulated through logistic regression, neural

network or similar method that will be able to detect sophisticated try of fraudulent

activities. Chapter gives proposal how to use data science in such situations where

there are no solid bases but only potential suspicious regarding fraudulent activities.

For those purposes Benford’s law in combination with other data science methods

and fuzzy logic will be used on sample data set, and will be shown potentials of

proposed methodology for fraud detection purposes. Chapter shows case study in

domain of finance on public data, where proposed methodology will be illustrated

an efficient methodology which can be usable for fraud detection purposes.

Keywords Benford’s law ⋅ Fuzzy expert system ⋅ Cognitive data science ⋅ Fraud

detection ⋅ Machine learning

1 Background

The term “fraud” is commonly used for many forms of misconduct even though the

legal definition of fraud is very specific. In the broadest sense, fraud can encompass

any crime for gain that uses deception as a principal way of behavior. More specif-

ically, “fraud” is defined as “a knowing representation of truth or concealment of a

material fact to induce another to act to his or her detriment.” Consequently, fraud

includes any intentional or deliberate act to deprive another of property or money
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by guile, deception, or other unfair means [5, 49, 50]. Fraud modeling starts when

analysis relies on “critical thinking” skills to integrate the output of diverse method-

ologies into a cohesive actionable analysis product [35, 49, 50]. Fraud models are

used for various purposes, depending on data/information types that are available and

the type of analysis that is being performed. The analysis process requires the devel-

opment and correlation of knowledge. In recent days more and more organizations

are depending upon the most effective and efficient tools that can get the job done

while new paradigms are introduced to increase efficiency of traditional approaches

in fraud detection and management. Each industry adopts internal controls that offer

the best protection against fraud and abuse. These safeguards may overlap through-

out industries or be totally unique for the sector itself. Financial services industry

has been monitoring its controls by incorporating security measures and analytic

methods. Government uses internal auditors, along with retaining outsourced assis-

tance to audit its various departments and implement controls. As manufacturers

have become more automated, types of controls include inventory management pro-

grams, installation of surveillance equipment in plants and loading docks, GPS track-

ing on delivery trucks, and corporate charge card monitoring for business expenses.

Retailers use surveillance, inventory security tags, perpetual inventory systems and

sophisticated point-of-sale systems to track purchases and returns to thwart perpe-

trators. Insurance companies have updated their claims auditing systems to spot sus-

pected instances of fraud. Even with these controls, fraudulent activity still becomes

more and more complex, and hard to track. Trivial patterns that may be detected by

the model, for instance similar to expert rules, are interesting as they provide some

validation of the model. But of course, the key issue is to find the unknown yet inter-

esting and actionable patterns (sometimes also referred to as knowledge diamonds)

that can provide added insight and detection power. Once the analytical model has

been appropriately validated and approved, it can be put into production as an analyt-

ics application (e.g., decision support system, scoring engine). Important to consider

here is how to represent the model output in a user-friendly way, how to integrate it

with other applications (e.g., detection and prevention system, risk engines), and how

to make sure the analytical model can be appropriately monitored and back tested on

an ongoing basis [5]. As fraud grows more sophisticated, to fight it company must

step up efforts to protect good clients, uncover organized fraud and improve the effec-

tiveness of analytics tools and specialized investigative units. But the most powerful

approach in the fight against fraud may be a broad-based and strategic rethink of the

overall business process, with a focus not just on the “what” is being done, but also

on the “why” and the “how”. While typical organization loses 5% of its annual rev-

enues to occupational fraud, some industries are considerably more susceptible than

others. Fraud obviously affects individual industries in different ways. For example,

the retail industry may experience a greater number of individual fraud occurrences,

but the average loss tends to be smaller than other industries. The common denomi-

nator is that everyone is susceptible to fraud while almost 40% of fraud cases in the

most recent took place in private companies, almost 28% occurred in public offices,

17% in government agencies and 10% in non-profit organizations.
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Developing fraud detection models are challenging area. Low frequency of fraud-

ulent cases within data, indications instead of certainty contribute to that traditional

approach of predictive modeling became insufficient, because relaying on few vari-

ables as a base of the fraud model are very fragile concept. Reason for that is fact that

we are talking about portfolio with low cases of events, and from the other hand it

is unrealistic to lean on few variables articulated through logistic regression, neural

network or similar method that will be able to detect sophisticated try of fraudulent

activities. In practice, proved fraud often does not exist in databases as record with

binary attribute, or even it is not marked within databases. Sometimes we can talk

about indications on fraud, which is not sufficient for predictive model development.

This chapter provides new methodological approach by using fuzzy logic along with

Benford’s law [6] and other methods. It provides solid state for cognitive approach

which is able to solve complex, not well defined problems which is challenging

regarding their complexity and hidden behind data surface. Proposed methodologsy

can be used as well in other business areas for finding deviant and illogical patterns.

Synergy of enumerated elements gives solution for complex and challenging prob-

lems like fraud detection or finding deviations in business processes. Fraud analy-

sis process is not a series of steps that are processed in a strict order; rather, the

processes represent a methodology for accurate and concise analysis and informa-

tion sharing [49].

As explained by Spann [49], the direction process involves establishing the bound-

aries of the analysis and what will be discovered during the process. This is also

a step where analytical gaps and the effectiveness of the analysis are determined,

and the significance of the analysis is established. Problem of low frequency occur-

rence of fraud event are well known and it is a problem. Alternative approaches than

predictive modelling are preferred for fraud detection pattern searching [49] and

this chapter gives proposal for such approach. Collection process involves gathering

of raw data from which a finished analysis is produced. Collection process seeks

to establish a criminal or fraudulent scope with a person or organization. Analysis

process also seeks to collect information on trends, patterns, and methods of anom-

alies that help describe the phenomena of fraud event. Evaluation process involves

the conversion of large amounts of data into a final analytical product. The process is

done through a variety of methods to ascertain the most effective analysis, including

decryption and data reduction. Evaluation includes entering raw data into databases

(fraud analysis) where the data will be used in the analysis process. It includes recom-

mendations, findings, and interpretation of information stored in the fraud summary

reports, investigative reports, and similar reports. Finally, the collation/description

process has four distinct stages in the fraud analytical process and include: evaluating

raw data from the information gathered to detect its utility for analysis, examining

the validity of raw data for cleanliness, clearly defining the analysis process in order

to collect additional resources that will assist in gaining the most accurate raw infor-

mation for robust analysis and utilizing other activities in the collation/description

process. The analysis process is the heart of the methodology. It is essentially the

approach to problem solving. It uses established methodologies that are qualitative

and quantitative, that seek to integrate correlated variables in a section of raw data in
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order to understand their meaning. Finally, the dissemination process is essentially

an analytical product that has virtually no value unless the system is able to get the

right information.

Idea is creation of cognitive system in conditions where we cannot count on peri-

odical system calibration regarding small data sample and unexpected low frequent

events. As in world of fraud detection system, in general we can talk about illogic,

extremes; paradoxes proposed model will unite several methodological procedures

which have task to find those appearances. For this purposes fuzzy logic, Benford’s

law and descriptive statistics will be used. We should not neglect fact, that algorithms

could not prove fraud with hundred percent certainties, and proposed methodology,

also cannot do that. Idea is to recognize few of potential suspicious cases from many

of them, in situation where we are not dealing with target variables. Main task is

to extract existing suspicious cases from population regarding recognized patterns.

Hypothesis is that Benford’s law along with descriptive statistics, machine learning

algorithms united through Fuzzy expert system can make efficient mechanism for

fraud pattern seeking.

2 Basic Tools for Constructing Cognitive Fraud Detection
System

2.1 Role of Benford’s Law

Benford’s law is phenomenon discovered by Simon Newcomb and rediscovered by

Benford, [6, 40, 44] which describes probability of the occurrence of the first digits

of the number within some data sample. This law says that the probability that the

first digit D equals d (which is probability of occurence) is given by [6]:

Pr (D = d) = log
(
1 + 1

d

)
(1)

This empirically proved phenomenon is much more evident in non artificial sys-

tems where we are dealing with random events. It was proved in Benford’s experi-

ment. In recent period, especially after beginning of 90s Benford’s law was renewed

mostly as useful tool in area of fraud detection [8, 21, 24, 26, 41]. Purpose of this

chapter is not rediscovering of Benford’s law, but usage of Benford’s law in com-

bination with classical statistical methods and fuzzy expert systems for achieving

cognitive automatic fraud detection solution. Fraud detection leans mostly on intu-

ition and educated guess when we are talking of human experts which are investigate

fraud. Challenge is to develop artificial system which will have “intuition” as a part

of the process. Benford’s law give one aspect of intuition, but it is not enough for

complete system. Also, we can not claim that it is universally applicable in all situ-

ations. It depends on many factors, and Benford’s law could not be universal factor
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for judgement about fraud. It should be critically observed, taking in consider other

factors to have clear picture and serious reasons for claiming that we are dealing with

fraudulent cases. Benford’s law is in that light, important but not only factor which

can help us in determination about potential suspicious fraudulent cases.

2.2 Role of Statistics

As we previously talked about intuition which helps us to recognise fraudulent

cases,statistical measures are important factor in acting intuition within artificial sys-

tems for fraud detection.

Mean, standard deviation, quartiles, percentiles applied on continuous variables

gave an insight on existing attribute characteristics. Standard deviation is useful in

finding outliers and extremes within attributes [27]. Extreme values in variables are

often milestones for further investigation regarding fraud. Other important thing in

data quality check is missing value analysis [32–34]. Missing value analysis gives

information about missing values within attributes. It is not the universal rule that

attributes with significant percentage of missing values is not usable for model devel-

opment. Example for that is situation where client/buyer/contractor does not want to

provide some piece of information and that information has great impact on aim

variable, like providing residential phone number in fraud detection models. Useful

technique in data quality check is attributes logical check [36]. This technique con-

trols attribute values by using simple logic checks. Example could be check if work-

ing experience is higher than current year minus year of first employment. Another

example could be checking how many people within data sample is older than 120

years, or does phone number attributes contains illegal characters. Role of basic sta-

tistic methods in fraud detection is important in many different aspects of usage [5,

18, 22–24, 46]. In light of achieving intuition, one of the statistical measure which

can be very useful is standardized values. Story about fraud, are often story about

extremes. That means if for example thief steal credit card he will try in short period

of time to make as many as possible transaction with high limit usage. That is extreme

behaviour, and it can be recognised by calculation of extremes and standardized val-

ues on client level. Client level means that each owner of credit card has unique

behavioural characteristics and calculation of extremes on population level will not

give us an answer. As in case of Benford’s law taking in consideration only statistical

measures are not sufficient for indication regarding fraud. If we make intersections

between anomaly between extremes (or other statistical measure which is used taking

in consideration specific fraud problem) and digits which significantly deviate from

Benford’s low we are on the trail to discover something potentially suspicious. This

example is simplified idea for intuitive searching of suspicious potential fraud cases

within data samples. This approach also needs decision engine which will manip-

ulate with recognised anomalies and will be described later. Traditional approach

which leans on machine learning approaches are oriented on usage of models like

Bayesian networks, neural networks, decision trees and similar techniques. Problem
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is that enumerated methods are not in line with cognitive approach, because they

demands existence of target variable. Additional problem is that we are talking of

low frequency events, and usage of machine learning algorithms are not efficient in

that conditions. Machine learning algorithms could be used as a part of proposed

solution, which are much more in line with concept of cognitive system, because it

much more relays on intangible events.

2.3 Role of Social Network Metrics

Social metrics measures are powerful measures with which we are in position to

discover hidden relations between nodes. Each network metrics plays specific role

in discovering relations, as well as for important nodes recognition. During social

network analysis stage, analysts are in position to combine different metrics with

intention to reveal hidden knowledge [1, 2, 4]. Usage of social metrics combination

is not always an easy task, especially in situation where we would like to create

filters for network structure based on social network metrics [14]. Interpretation of

such defined social network metrics combination could be hard as well as ensuring

periodical analysis on same filters.

In conditions where we have social network data; it is valuable source for cogni-

tive computing in light of fraud detection [1–4, 7, 10]. Concentrations of influences

within nodes with some detected anomalies can be on help for automated fraud inves-

tigation. For example if we have some suspicious activities in multimodal network

on node level, where suspicious activities are recognised as frequent events asso-

ciated with Benford’s law or/and extremes and also high value of social network

metrics like eigenvector this nodes are for sure worth of further deeper investiga-

tion. Social network analysis can be applied only in situation where we are dealing

with social network data, and it contributes to higher accuracy in fraud detection.

From that perspective, social network analysis contributes also in synergy of differ-

ent elements which provides solution for complex and challenging problems [11, 12,

14–17]. Usage of social network metrics in fraud is well known in practice and lit-

erature. From perspective of proposed solution it is useful element which contribute

to cognitive fraud detection solution along with Benford’s law, statistical measures,

united within fuzzy expert system as holistic system for fraud detection. Generally

speaking each social network metrics like degree centrality, betweenes, eigenvec-

tor and other measures has great potential as itself in fraud detection. Enumerated

metrics by itself can be good milestones for deeper investigation of fraud if we are

talking about fraud detection models. As it is case with other mentioned techniques,

grounding hypothesis on single, or limited number of techniques or methods are not

sufficient, especially if we are dealing with cognitive fraud detection systems. Social

network data has great potentials not only for fraud detection, but also for other areas

like churn modelling, customer relationship models and other different type of prob-

lems [19, 20, 25, 28]. Sometimes it is challenge to make fusion between social net-

work data with other types of data like classical relational data because of different
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data structures. In that case pre-processing and ETL processes should be carefully

planned. Unfortunately we cannot always count of social network data as integral

part of data sample, created for analytical purposes. In case where it is on disposal,

it provides great opportunities for building better cognitive systems for fraud detec-

tion purposes [30, 31, 38, 39, 43, 45, 47, 48, 52]. Information derived from social

networks along with usage of Benford’s law, statistical measures contribute to idea of

developing cognitive fraud detection system. All mentioned elements provide soft,

intuitive information typical for humans when they are faced with similar types of

problems. In conditions where we are in situation for seeking patterns without solid

benchmark like target variable, where seeking patterns are much more undefined

concepts than unsupervised learning process, it is logical that we lean on techniques

and its combination which are in line with such type of problems.

3 Automation of the Pattern Seeking by Usage of Fuzzy
Logic

Main purpose of the expert fraud models was recognition of suspicious activities on

individual client level. Traditional approach, which leans on predictive models as a

base for fraud detection models, could not be insufficient. Main reason for that lays

in fact that predictive model contains few most predictive attributes as integral part

of predictive models. Reasons why they make predictive model imply fact that those

attributes shows highest impact on aim variable. That impact by traditional method-

ology is measured using attribute relevance analysis. Criteria for highest impact on

aim variable is statistical significance, and those fact hides pitfall, because if some

trend became so obvious that it has statistical significance it is doubtful is it appropri-

ate for early warning sign. That means that some deviant trend has happened during

longest period of time and it makes statistically significant data pattern recognizable

thought attribute relevance analysis. If some trend or event happens on individual

level, and it is fraudulent activity, it is impossible to recognize it with traditional sta-

tistical predictive models. For basic trend recognition, and fraudulent pattern recog-

nition which has mass characteristic those methodology is good enough [13, 29],

but for early complete fraud detection solution it is not sufficient. It does not mean

that predictive models should not be used for fraud modelling; it only means that

predictive models should not be only element or base for fraud detection systems.

Fuzzy expert systems gives power to fraud detection models to recognize potential

suspicions activities based on human expert knowledge which is integrated within

automatic solution. Step forward is to improve fuzzy expert systems in way to com-

bine elements like Benford’s law with statistical measurements for finding illogical

patterns which indicates on suspicious activities. In that way some potential low

frequent and unexpected patterns which indicate on fraud can be recognized. This

approach gives opportunity for finding non explicit fraud patterns without designing

explicit rules for each potential fraudulent case.
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A fuzzy set is an extension of a classical set. If X is the set of values and its

elements are denoted by x, then a fuzzy set A in X is defined as a set of ordered pairs

by flowing formula [9, 20, 25, 37, 42, 51].

A =
{
x, 𝜇A(x)|x ∈ X

}
; , (2)

Membership function can be defined for anomalies in digits calculated by usage of

Benford’s numbers, anomalies for statistical measures, social network metrics. Each

variable, can be expressed as linguistic variable and expressed through definition

visible in Fig. 1.

Part of linguistic variable definition can be definition on anomaly calculated by

usage of Benford’s numbers and statistical measures, as well as social network met-

rics. Such defined linguistic variables can be integrated (combined) through fuzzy

rule blocks. In such situation social network metrics as well as other measures can

be structured in new categories which describes some new characteristics (Table 1).

Flowing table shows methodology of rule block definition.

As it is visible from the created rule block, it is possible to combine social network

metrics into complex structures within one rule block. Connected rule blocks makes

fuzzy expert system. Fuzzy expert system can contain linguistic variables based on

social network metrics as well as non social network variables. Fuzzy expert sys-

tem gives opportunity for complex influence calculation constructed from different

social network metrics. Such constructed expert system is periodically usable which

Fig. 1 Example of linguistic variable definition on anomaly calculated by usage of Benford’s num-

bers

Table 1 Fuzzy rules definition

Rule number IF Benfrod’s anomaly AND anomaly Extreme THEN

suspicious

Rule 1 Low Low Low

Rule 2 Medium Low Low

Rule 3 High Medium Medium

Rule 4 Low High Medium
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is interesting for social metrics trend observation, even it is complex and constructed

with many of them.

Fuzzy expert systems has main role in integration of whole concept of fraud

detection pattern seeking. It unites Benford’s law, statistical methods, and can unite

machine learning elements. Each linguistic variable can contain resulting elements

of machine learning algorithm, Benford’s law elements, statistical measure con-

nected via set of rules. It is the framework of proposed model for fraud detection.

4 Applying Model on Empirical Data

Generally, holistic solution takes in consideration social network data along with

applying Benford’s law on data as well as usage of different statistical measures

integrated within platform of fuzzy expert system. In this illustrative example on

public data Benford’s law and standardized values calculated from data sample will

be used as illustration of proposed method. Data science is a multidisciplinary area

and this example illustrates basics for cognitive solution in domain of fraud detection

in which different methodology has been used together for solving specific problem.

4.1 Problem Description

For illustration how proposed methodology can be applied on empirical data, demo

data set from which is distributed with SPSS Statistic programming package has been

used. This demo set contains 850 applicants of bank loan with attributes which appli-

cant for loan should provide to bank with default flag, which describes was client able

in past to service his debt or not. These data sets contains mainly socio-demographic

variables like age, level of education, years with current employer, years at current

address, household income, debt to income ratio, credit card debt, other debts and

default flag. This data set is commonly used for developing predictive models like

application scorecards or predictive models for default prediction. Data set does not

contain any attribute or data related to fraud. It is usual situation in practice. Our task

is to find some hidden patterns which can be indicative regarding fraud activities. For

this purposes we will use Benford’s law and calculation of statistical extremes. This

element should lead us to some suspicious patterns recognition. At the end, those

elements can be united within fuzzy expert system which will manage and evaluate

suspicious degree. With this step we can get cognitive, universally applied system

for any kind of data in which we try to recognise elements on fraud. In that way,

we can simulate intuition based on educated guess within data sample. Data con-

tains mostly numerical values, which were used for analysis. Data set do not contain

missing data.
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4.2 Applying Benford’s Law on Data

First step in solution is applying Benford’s law on each numerical data within sam-

ple. Most interesting attribute is income, because income is in direct connection with

loan approval process. This fact is well known to applicant and Bank. Because of

that it is variable which should be investigated. It does not mean that other variables

should not be observed, contrary, but higher focus should be put on most critical

variables which are directly related to credit policies. Variables like years with cur-

rent employer, years at current address, debt to income ratio, credit card debt, and

other debts can also provide useful information regarding potential risk and should

be investigated. As it was previously mentioned, Benford’s law is not magical method

to whom we should trust blindly. It is useful tool for testing some hypothesis which

should be challenged, and in this light Benford’s law has been used as a first step of

analysis. For this purposes Python programming language was uses along with his

libraries numpy, pandas, matplotlib, as it is visible in following code.

import numpy as np
import pandas as pd
from pandas import DataFrame
import matplotlib as plt

path=’C:\Goran\data.csv’
table = pd.read_csv(path, sep=’;’)

table[’B1’] = table.income

table.B1 = table.B1.astype(str)

table[’B2’] = table[’B1’].str[:1]
table[’BL’] = table[’B2’]
table[’BL’] = table.BL.astype(int)
table[’Log’]=np.log10(1+(1/table[’BL’]))*100

agr=table.groupby([’B2’]).count()
agr [’Benford’]=(agr [’B1’]/agr [’B1’].sum())*100

table[’Z_credcdebt’] = (table.credcdebt -table.credcdebt.mean())/
table. credcdebt.std()

table[’Z_othdebt’] = (table. othdebt -table. othdebt.mean())/
table.othdebt.std()

import matplotlib.pyplot as p
table[[’Z’]].plot(kind=’bar’)

agr [[’Benford’]].plot(kind=’bar’)
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Fig. 2 Occurrence of first digits in sample

Code gives solution for calculating digit occurrence frequency within data, Ben-

ford’s law calculation and extreme calculation, which is base for planned analysis.

Most interesting results we got for variable household income. It is partially under-

standable because this variable has highest impact on loan approval. First digit fre-

quency is visible in Fig. 2.

As it is visible highest discrepancy is for digits one and two. It still does not

mean anything, just a clue, worth of further investigation. Fastest way to prove some

suspicious activities is to compare occurrence of first digits with highest discrepancy

with defaulted cases. In that way we can have milestone that default is maybe driven

by some other unknown or unwanted factors, not only by pure risk. Results are visible

on Fig. 3.

If we compare first digit frequency with expectable first digit frequency calculated

by Benford’s law we can see zones of anomaly in Fig. 3.

As it is visible highest discrepancy is for digits one and two. It still does not

mean anything, just a clue, worth of further investigation. Fastest way to prove some

suspicious activities is to compare occurrence of first digits with highest discrepancy

with defaulted cases. In that way we can have milestone that default is maybe driven

by some other unknown or unwanted factors, not only by pure risk. Results are visible

on Fig. 4.

After conducting analysis it is visible high concentration in zones with anomaly

based on Benford’s law. It gives us motivation for further investigation. Obviously

there is a hint that something happened in those zones which should be investigated

in much more details. Regarding this example, it is evident that Benford’s law does

not provide answers, it opens new questions and it is his main function. By opening

new right questions we are moving closer to the settled aims. For getting some of the

answers we should introduce some new methods on existing methodology.
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Fig. 3 Comparison of occurrence of first digits in sample with Benford’s law

Fig. 4 Default by occurrence of first digits in sample

4.3 Calculation of Extremes

New methods which can give us answers are statistical methods. There are numerous

ways how to use it and which statistical measures to use taking in consideration

problem space, aim of analysis, nature of the sample etc. Generally we decide to use

extreme calculation and standardized value calculation by formula.

zi =
xi − x̄
𝜎

(3)
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Fig. 5 Comparison of credit card debt extremes with occurrence of first digits

Also, naïve Bayesian classificators can also be used as well as other measures.

Reason why we choose extreme calculation and standardized value calculation are

driven by fact, as it is already explained that story about fraud is mostly story about

extremes. On those demo data set short with attributes we will try to put in relation

anomaly od first digits by Benford’s law with extremes from some attributes. From

the list of attributes it is potentially possible to do that for all variables, but most

interesting variables for investigation are those one potentially related to credit pol-

icy: credit card debt and other debt. Hypothesis is that we potentially have internal

fraud if officer did not respect internal regulations regarding credit policy of institu-

tion. In other word, someone with extreme high debts got loan, which is in potential

discrepancy with credit policy of institution. Figure 5 show that hypothesis is proved

regarding credit card debt. Highest concentration of defaults is in zone of leading

digits for income one and two where we have also concentration of extreme values

of credit card debt.

Figure 5 show that hypothesis is proved regarding credit card debt. Highest con-

centration of defaults is in zone of leading digits for income one and two where we

have also concentration of extreme values of credit card debt.

That leads us to conclusion of potential breaching of credit policy.

Same is for other debts, like it is visible from Fig. 6.

4.4 Usage of Fuzzy Expert System

Fuzzy expert system plays important role in unification of different analytical

approaches in way that within system of rules it unites different concepts which

cooperate with one aim- finding suspicious patterns. Same is for presented empiri-

cal study. Expert system can contain linguistic variables dedicated to Bedford’s law

where terms can define low, medium or high discrepancy on attribute level. Other
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Fig. 6 Comparison of other debts extremes with occurrence of first digits

group of linguistic variables can be dedicated to extremes, correlation, distribution

flattening and other statistical measures, also declared in manner of linguistic vari-

ables like low, medium or high. Another group of linguistic variables can be ded-

icated to social network metrics if we are dealing with social network data, also

declared in manner of linguistic variables like low, medium or high. Within fuzzy

expert system we can declare rules like: IF high discrepancy (Benford’s Law) for

income in zone of first digit 1 AND standardized value for other debts greater than

3 THEN suspicious is HIGH. IF high discrepancy (Benford’s Law) for income in

zone of first digit 2 AND standardized value for other debts greater than 3 THEN

suspicious is HIGH. IF high discrepancy (Benford’s Law) for income in zone of first

digit 1 AND standardized value for credit card debt debts greater than 3 THEN sus-

picious is HIGH. . IF high discrepancy (Benford’s Law) for income in zone of first

digit 2 AND standardized value for credit card debt debts greater than 3 THEN sus-

picious is HIGH ... ... In that way fuzzy expert system automatize process of seeking

suspicious patterns, and makes graduation by suspicious grade. Fuzzy expert sys-

tem can be designed for particular attributes or combination of attributes on which

we can apply proposed methodology. Dependent on problem space, system designer

can choose critical attributes which are sensitive regarding fraud and combine them

within fuzzy expert system.

4.5 Results from Empirical Data

Empirical research has been done on demo data set which is distributed with SPSS

Statistic programming package. It shows in illustrative way how to apply proposed

methodology. Generally observed data set on first sight and even on deeper inves-

tigation does not contain suspicious cases. Proposed methodology applied on this

data sample proved that there is potential reason for doubts that existing data set
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contains potentially fraudulent cases. Purpose of the proposed methodology is not

explicit declaration of potential fraudulent cases; it only filters out illogical patterns

regarding proposed methodology which should be checked by the experts. It is com-

mon practice in fraud detection, to recognise narrow scope of cases which should be

investigated because of some reasons. Without proposed methodology illogical cases

can remain hidden under data surface, and proposed methodology helps to recognise

suspicious patterns. Fuzzy expert systems articulate results from different methods

and approaches into single cognitive solution which articulate expert knowledge and

gives power to each single output to be recognised thorough rule blocks. In that way,

we can have automatic, artificial system which is able to seek hidden patterns related

to fraud activities and to give an expertise of potentially suspicious cases within data

sample. This system can also be improved by introducing elements like social net-

work analysis, or similar elements. Each of used elements at the end contribute in

pattern seeking through fuzzy expert system.

5 Conclusion

Proposed methodology gives solution for automatic seeking patterns within data

with focus on fraud detection. As it was already mentioned, fraud detection is one

of most demanding area in date science area, especially when we are trying to con-

struct system for automatic pattern searching which will be able to recognise sus-

picious activities. In difference of churn modelling, recommendation system, credit

scoring and similar systems, fraud detection modelling is much more complex for

automatic solution development. Lack of target variables, hidden infrequent pat-

terns, indications instead of certainty contribute to challenges in this area when we

are talking about automatic fraud detection solutions. Solution on empirical data

proves efficiency of proposed methodology even with limited usage of methods.

This approach simulate human process of educated guess. Cognitive methods like

proposed methodology have task to be familiar with human perceptive mechanism

with ability to solve specific problems. Usage of some common methods in different

ways, stand alone or as integral part of fuzzy expert system, contribute to idea of con-

struction cognitive data science solution for fraud detection. Future research can be

focused on integration of new concepts like stability index, social network analysis,

additional machine learning algorithms integration into existing infrastructure for

achieving better performance in fraud detection patten recognition. Future research

can also be focused on finding optimal combination of different techniques and algo-

rithms integrated within proposed architecture for different areas like telecommuni-

cation, retail, finance and other business areas.



94 G. Klepac

References

1. Abraham, A., Hassanien, A.-E.: Computational Social Network Analysis Trends. In: Tools and

Research Advances. Springer, London, UK (2010)

2. Aharony, N., Pan, W., Cory, I., Khayal, I., Pentland, A.: Social fMRI: investigating and shaping

social mechanisms in the real world. Pervasive Mobile Comput. 7(6), str. 643–659 (2011)

3. Akoglu, L., Vaz de Melo, P.O.S., Faloutsos, C.: Quantifying reciprocity in large weighted com-

munication networks. In: PAKDD 2, Lecture Notes in Computer Science, vol. 7302, pp. 85–96.

Springer, str, Berlin, Heidelberg (2012)

4. Altshuler, Y., Pan, W., Pentland, A.: Trends Prediction Using Social Diffusion Models. In:

Social Computing, Behavioral-Cultural Modeling and Prediction: Lecture Notes in Computer

Science series. vol. 97, p. 104 Springer, str, Berlin, Heidelberg (2012)

5. Baesens, B., van Vlasselaer, V., Verbeke, W.: Fraud Analytics Using Descriptive, Predictive,

and Social Network (2015) Techniques, Wiley

6. Benford, F.: The law of anomalous numbers. Proc. Am. Philos. Soc. 78, 551–572 (1938)

7. Bishop, C.M.: Pattern Recognition and Machine Learning. Springer, New York (2006)

8. Bolton, R.J., Hand, D.J.: statistical fraud detection: a review. Stat. Sci. 17(3) 235–249 (2002)

9. Bojadziev, G., Bojadziev, M.: Fuzzy Logic for Business, Finance, and Management, 2nd edn.

World Scientific Publishing Co., Inc, River Edge, NJ, USA (2007)

10. Carrington, P.J., Scott, J., Wasserman, S. (eds.): Models and Methods in Social Network Analy-

sis, pp. 248–249. Cambridge University Press, Cambridge (2005)

11. Coser, L.A.: Masters of Sociological Thought: Ideas in Historical and Social Context, 2nd edn.

Harcourt, New York, NY (1977)

12. D’Agostini G.D.: Bayesian Reasoning in Data Analysis: A Critical Introduction. World Scien-

tific, New York (2003)

13. Duffield, G., Grabosky, P.: The psychology of fraud. In: Trends and Issues in Crime and Crim-

inal Justice. Australian Institute of Criminology, vol. 199 (2001)

14. Easley, D., Kleinberg, J.: Networks, Crowds, and Markets: Reasoning about a Highly Con-

nected World. Cambridge (2010) University Press

15. Erdös, P., Rényi, A.: On random graphs. Publ. Mat. Debrecen 6 (1959)

16. Erdös, P., Rényi, A.: On the Evolution of Random Graphs. Publ. Math. Inst. Hung. Acad. Sci.

5 (1960)

17. Erdös, P., Rényi, A.: On the strength of connectedness of a random graph. Acta. Math. Acad,

Sci. Hungar 12 (1961)

18. Fawcett, T., Provost, F.: Adaptive Fraud Detection. Data Min. Knowl. Discov. 13(3), 291–316

(1997)

19. Freeman, L.C.: The Development of Social Network Analysis: A Study in The Sociology of

Science. Empirical Press, Vancouver, BC (2004)

20. Fuller, R., Carlsson, C.: Fuzzy Reasoning in Decision Making and Optimization. Physica-

Verlag, Heidelberg, Germany (2002)

21. Giles, D.E.: Benford’s law and naturally occurring prices in certain ebay auctions. App. Econ.

Lett. 14, 157–161 (2007)

22. Grabosky, P., Duffield, G.: Red flags of fraud. In: Trends and Issues in Crime and Criminal

Justice. Australian Institute of Criminology (2001)

23. Hand, D.: Statistical Techniques for Fraud Detection, Prevention, and Evaluation. Paper pre-

sented at the NATO ASI: Mining Massive Data sets for Security, London, England Sept 2007

24. Hill, T.P.: The significant-digit phenomenon. Am. Math. Monthly 102, 322–327 (1995)

25. Hampel, R., Wagenknecht, M., Chaker, N. (eds.): Fuzzy Control: Theory and Practice. Physica-

Verlag, Heidelberg, Germany (2000)

26. Jamain, A.: Benford’s Law. Imperial College, London (2001)

27. Jaynes, E.T.: Probability theory. In: The logic of science. Cambridge University Press, Cam-

bridge (2003)

28. Jackson, M.O.: Social and Economic Networks. Princeton University Press, Princeton, NJ

(2010)



Cognitive Data Science Automatic Fraud Detection Solution . . . 95

29. Jennings, C.R., Poston, R.J.: Global Business Fraud and the Law: Preventing and Remedying

Fraud and Corruption (May 2016 Edition). Practising Law Institute (PLI), Amazon Digital

Services LLC (2016)

30. Jensen, F., Nielsen, T.: Bayesian Networks and Decision Graphs. Springer, New York (2007)

31. Kjarluff, U., Madsen, A.: Bayesian Networks and Influence Diagrams: A Guide to Construction

and Analysis. Springer, New York (2013)

32. Klepac, G., Kopal, R., Mršić, L.: Developing Churn Models Using Data Mining Techniques

and Social Network Analysis, pp. 1–308. IGI Global, Hershey, PA (2015). https://doi.org/10.

4018/978-1-4666-6288-9

33. Klepac, G.: Handbook of research on advanced hybrid intelligent techniques and applications.

In: Bhattacharyya, S., Banerjee, P., Majumdar, D., Dutta, P. (eds.) Discovering Behavioural

Patterns within Customer Population by using Temporal Data Subsets, Hershey, PA, p. 321–

348 (2016)

34. Klepac, G., Kopal, R., Mršić, L.: Hybrid soft computing approaches. In: Bhattacharyya, S.,

Dutta, P., Chakraborty, S. (eds.) REFII Model as a Base for Data Mining Techniques Hybridiza-

tion with Purpose of Time Series Pattern Recognition, p. 237–270. Springer India (2015)

35. Krambia, K.M.: Corporate Fraud and Corruption: A Holistic Approach to Preventing Financial

Crises. Palgrave Macmillan (2016). ISBN 978-1349680818

36. Lauritzen, S.L., Nilsson, D.: Representing and solving decision problems with limited infor-

mation. Manage. Sci. 47, 1238–1251 (2001)

37. Leonides, C.: Fuzzy Logic and Expert Systems Applications. Academic Press, New York

(1998)

38. Milgram, S.: The small-world problem. Psychol. Today 1(1), 61–67 (1967)

39. Moreno, J.L.: Sociometry, Experimental Method, and the Science of Society. Beacon House,

Ambler, PA (1951)

40. Newcomb, S.: Note on the frequency of use of the different digits in natural numbers. Am. J.

Math. 4, 39–40 (1881)

41. Nigrini, M.: A taxpayer compliance application of Benford’s Law. J. Am. Tax. Assoc. 18, 72–

91 (1996)

42. Pedrycz, W., Gomide, F.: Fuzzy Systems Engineering: Toward Human-Centric Computing.

Wiley-IEEE Press (2007)

43. Pinheiro, C.A.R.: Social Network Analysis in Telecommunications. Wiley, Hoboken, NJ

(2011)

44. Raimi, R.A.: The first digit phenomenon. Am. Math. Monthly 83, 521–538 (1976)

45. Remer, R.: Chaos theory links to morenean theory: a synergistic relationship. J. Group Psy-

chother. Psychodrama Sociom. 59 (2006)

46. Roselle, B.E.: The Fraud Factor: Recognize It. Overcome It. Leader Press (2016). ISBN 978-

0978564629

47. Simmel, G.: How is society possible? In: Levine, D. (ed.) On Individuality and Social Forms

Univevrsity of Chicago Press, Chicago, IL (1908/1971)

48. Scott, J.: Social Network Analysis: A Handbook. Sage Publications, London (1987)

49. Spann, D.D.: Fraud Analytics: Strategies and Methods for Detection and Prevention, Wiley

(2014)

50. Ward, J., Peppard, J.: The Strategic Management of Information Systems: Building a Digital

Strategy. Wiley (2016). ISBN 978-0470034675

51. Zadeh, L.A., Kacprzyk, J. (eds.): Fuzzy Logic for the Management of Uncertainty. Wiley, New

York (1992)

52. Zhang, M.: Social network analysis: history, concepts, and research. In: Fuhrt, B. (ed.) Hand-

book of Social Network Technologies and Applications, pp. 3–22. Springer, New York, NY

(2010)

https://doi.org/10.4018/978-1-4666-6288-9
https://doi.org/10.4018/978-1-4666-6288-9


Reliable Cross Layer Design for E-Health
Applications—IoT Perspective

P. Sarwesh, N. Shekar V. Shet and K. Chandrasekaran

Abstract Of late, there has been many applications are developed by the aid of IoT
technology, such as smart city, e-health, smart home, industrial automation etc. In
that, e-health is one of the efficient idea that is decidedly developed for healthcare
sectors. IoT devices used in e-health applications are run by battery powered smart
objects and low frequency links, which says energy constrained and unreliable
nature of IoT network. Thus, providing potent healthcare service (regularly fol-
lowing and reporting the patients’ health information) in energy constrained net-
work environment (battery power smart objects and low frequency links) is the
prime need in resource constrained networks environment. In this chapter, reliable
cross layer design is introduced to prolong the lifetime of IoT devices and reliable
data transfer in IoT e-health applications. In proposed cross layer model, network
layer and data link layer (MAC layer) are integrated. Reliability related parameter
are included in route discover process and later MAC based power control tech-
nique make use of routing information, to obtain the suitable transmission power.
Our results show that proposed cross layer design is reliable and energy efficient
and it is more suitable for IoT e-health applications.

1 Introduction

Internet of Things (IoT) is a network of internet enabled devices that promotes
natural resource usage in efficient way [1]. IoT technology plays major role in
healthcare service, e-health is highly encouraged by health care sectors. In e-health
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applications, bio-devices (Bio-sensor) are enabled by features such as medical signal
sensing and conversion, communication and computation. Bio-devices are the prim
component in health care sector, they monitor the patient’s health status and they
report to medical supervisors. Wearable bio-devices observes the change in behavior
of human body and give health care instruction at right time, wearable devices aid
the elder people in effectively [2]. Smart devices or Bio-devices used in e-health
applications are battery powered and they are connected by low bandwidth radio
links. Quality of Low power links changes dynamically, they are prone to error [3].
Health care industry deal with critical data (patients’ health information), such
scenario need reliable data transfer. Thus, reliability is considered as main objective
in e-health applications. In low power wireless network, multi re-transmissions is the
major issue that degrades the reliability of the network. Most of the IoT applications
(including e-health) uses low power radio links, that are loss and unstable in nature,
therefore data transfer through lossy links leads to packet loss and re-transmissions
[4]. Obtaining the reliable link information and transmitting data through reliable
link can be effective solution for re-transmission issue. Hence, we proposed reliable
cross layer design that is suitable for e-health applications.

1.1 IoT Challenges

IoT technology is practiced in many applications such as, health care sectors, power
distributions, environmental monitoring applications, industrial sectors etc. In
recent decade, it is adopted by private as well as public sectors. IoT world forum
reference model (introduced in CISCO White paper) [2] describes the clear view of
IoT network architecture, it consists of seven layers, (Query based data processing
layers, data storage layer and event based data processing layers). In Fig. 1, lower
layers (real time data processing layers) are culpable for collecting real time data,
higher layers (Non real time data processing layers) are culpable for collecting and
responding for query based data processing.

Devices handled in higher layers are main powered devices, which consumes
there required power from main power lines. The major requirement in these layers
are efficient data management, since it deals with huge source of data. Where in
event based data processing layer, edge devices are used to collect the environ-
mental information, which consumes their power from battery source. Thus, power
utilization need to be taken care in these layers. Figure 1, describes the features of
IoT world forum reference model and challenges in various layers of IoT network
architecture. In low power wireless applications, battery replacement affects the
services critically. In critical monitoring applications, reliable data transfer is more
important.
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1.2 Importance of Reliability and Network Lifetime in Low
Power IoT Networks

In Many IoT applications, battery source device is used and they are connected by
low bandwidth links, which are lossy in nature and link quality in low power
network environment changes dynamically. Thus, energy efficiency and reliability
are the major requirements in low power IoT networks. Physical size, cost and
power consumption are the major challenges while designing a smart device.
MEMS technology is the major reason for low power, low cost and intelligent smart
device development. Smart devices work autonomously with its basic capabilities.
It is intelligent in nature but resource constrained in nature. In environmental
monitoring applications (ex forest fire monitoring) sensor devices will be placed in
remote area, when a node runs out its battery, battery replacement is difficult. In
commercial applications, frequently battery replacement affects the customer ser-
vice severely. Hence, efficient energy utilization is the major requirement in IoT
networks. Efficient energy utilization highly increases the lifetime of low power
wireless networks.

Table 1 describes the characteristic of IoT network and Internet. IoT networks are
operated by battery sourced devices and low band width links. low band width links
are dynamic in nature. Where in Internet stable links (high power links) are used to
connect devices, which are highly stable in nature. Thus, IoT network highly differs
from regular Internet. IoT devices are limited by energy, so using low band width
links is the only option in IoT network. But low band width links are lossy in nature.
Low power radio is characterized by more loss rates. In IoT network, packet loss
occurs frequently, due to many reasons, such as interference, weak signal strength,
etc. Packet loss leads to multi re-transmission, which severely affects the energy
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Fig. 1 IoT world forum reference model
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efficiency and reliability of the network. The major solution to avoid packet loss is
transmitting data in reliable links. Figure 2, describes the energy hole issue and multi
retransmission issue. Thus in proposed cross layer model, we concentrated on
reliability based parameter to prevent multi re-transmissions.

1.3 Motivation

The aforementioned discussions convey the importance of reliability in IoT e-health
applications. Preventing multi re-transmissions decidedly improves the energy
efficiency and reliability of the network. In order to prevent the re-transmissions,
communication unit need to be regulated in efficient way. Because, in any kind of
network architecture, communication unit consumes huge amount of energy (nearly
70–80% of battery power), when compared to other units. Thus, regulating the
working process of communication unit decidedly improves the network perfor-
mance. Communication unit can be optimized by achieving suitable transmission
and reception power of nodes. To obtain optimal transmission range for every node,
features of various layers need to be integrated and utilized in efficient way. Hence,
cross layer design (information exchange and regulating transmission power) can be

Table 1 Features of internet and internet of things network

Features Internet IoT network

Devices Higher end devices Sensor devices
Radio Stable links Unstable links
Device Non-constrained device Constrained device
Identification IPv6 address IPv6 address
Energy source Main power line Battery sourced

Fig. 2 Factors that affects network performance
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a effective solution to achieve optimal transmission range in low power IoT
networks.

1.4 Cross Layer Design

Many optimization techniques are introduced to enhance the performance of low
power wireless networks. Among them, cross layer design is one of the effective
technique that integrates the features of various optimization techniques (routing,
power control technique, TCP/IP technique etc.) in single network architecture to
satisfy the network requirements. Cross layer design differs from each other based
on the layer interfacing. Interfacing for cross layer design can be done in following
way [5].

• Upward flow: Information exchange data from lower layers to upper layers [6].
• Downward flow: Data exchange from upper layers to lower layers [6, 7].
• Back and forth flow: Information exchange from lower layer to upper layer as

well as from upper layer to lower layer [8, 9]
• Merging two adjacent layers: Merging the features of two different layers

without interfacing [8].
• Design coupling without interface: Coupling layers without creating extra

interfaces [10].
• Vertical calibration across layers: Design parameters are adjusted that span

across layers [11].

In proposed cross layer model, physical layer, MAC (data link) layer and network
layer are involved. In this model, reliability related information called Expected
Transmission Time (ETT) is included in path computation process. Later, MAC
based power control technique uses ETT routing information to obtain the optimum
transmission power. AODV [12] routing protocol is used for route discovery process
and IEEE 802.15.4 PHY and MAC [13] protocol is used as physical layer and MAC
layer. The proposed cross layer design addresses, multi-retransmission issue. Hence,
it improves the reliability in IoT e-health networks. In this chapter, Sect. 2 describes
the literature survey, Sect. 3 elaborates proposed cross layer design, which includes
operational model and routing mechanism. In Sect. 4 results are evaluated and
Conclusion is described in Sect. 5.

2 Background

Many research works [14–16] have been carried out in cross layer design. Most of
the cross layer models are designed to satisfy specific network requirements. Madan
et al. [17] proposed iterative algorithm based on efficient link scheduling, to prolong
the lifetime of low power devices. The authors used routing, link transmission

Reliable Cross Laryer Design for E-Health Applications … 101



power and link scheduling mechanisms to improve the network performance.
Al-Jemeli and [18] introduced cross layer model that reduces control overhead.
Authors designed a model that identifies the nodes location information and based
on nodes location information transmission power is adjusted and authors showed
that their cross layer model outperforms standard IEEE 802.15.4 model and EQSR
protocol. Vuran and Akyildiz [19] designed XLP protocol to improve the reliability
of the network. XLP integrates the features of transport layer and physical layer, to
control the congestion in the network, to maintain reliability and energy efficiency
in the network. Felemban et al. [20] proposed SAMAC- Sectored-Antenna Medium
Access Control protocol to regulate energy utilization in sectored antennas.
SAMAC promotes the energy efficiency of network and reduces delay. Shi et al.
[21], proposed the cross layer design based on transmission power control, authors
integrated MAC based power control technique and routing technique to balance
the energy utilization. ElBatt and Ephremides [9] introduced scheduling and power
control scheme related cross-layer model, to overcome multiple access problem in
wireless network. Ben-Othman et al. [22] introduced EQSR—Energy efficient and
QoS aware multipath Routing protocol that prolongs network lifetime. EQSR is
does multipath routing, it computes the path based on parameters such as
signal-to-noise ratio (SNR), interface buffer availability and residual energy for
better energy utilization and to promote the network QoS. In [23], A service ori-
ented cross-layer operational model has been introduced. In this model, network
lifetime is improved by obtaining application requirement.

2.1 Observations Form Literature

Based on our study, it is observed that effectively combining the features of various
optimization techniques (various layers of protocol stack) in a single network
architecture promotes the network performance. Therefore, it is understood that
cross layer model integrates the optimization techniques and satisfies network
requirements. Thus, MAC based power control technique and routing technique are
effectively integrated in proposed cross layer model, to enhance the network reli-
ability and energy efficiency.

3 Proposed Cross Layer Model

The proposed cross layer model developed with protocols such as, AODV routing
protocol, IEEE 802.15.4 PHY and IEEE 802.15.4 MAC protocol, which are more
suitable for low power wireless networks. In the proposed cross layer design,
effective combination of routing technique and MAC based power control tech-
nique improves the reliability in e-health applications. In routing technique, relia-
bility related parameter is included in route discovery process. Later, MAC based
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power control technique utilizes the routing information and decides the optimum
transmission range of every nodes in the network. Following sub-section elaborates
the functions and features of the proposed cross-layer model.

3.1 Network Model

Network Model: The following assumptions have been made in our network
scenario.

• Nodes are deployed in M x M network area in random fashion.
• Nodes are stationary.
• Nodes are aware of the Expected Transmission Time (ETT) information.
• Transmission range of the nodes can be varied.
• Energy is limited for Nodes (battery operated).
• To adopt IoT scenario IPv6 and IEEE 802.15.4 are included in the proposed

cross layer model.

Figure 3, describes the network model of proposed cross layer design.

3.2 Power Consumption Model

Power consumption model is adopted from standard IEEE 802.15.4 radio. The
power consumption model is defined based on transceiver circuit of the device and
physical radio. The transceiver circuit operated by IEEE 802.15.4 operates different
modes, they are,

1. Transmit state (Ptx): Transmitting packets.

Fig. 3 IoT world forum reference model

Reliable Cross Laryer Design for E-Health Applications … 103



2. Receive state (Prx): Receiving packets.
3. Idle state (Pidle): The clock is kept on in this state.

The time need to transmit a packet is Tpacket, The average power consumption is
adopted from [24],

Pavg =
Pidle × Tidle + Ptx × Ttx + Prx × Trx

Tib

Tidle, Trx, Ttx are the time required to transmit the packets in three states, Tib is the
inter-beacon period, Tib is defined as,

Tib =Tibmin × 2BO

Tibmin is defined as minimum super frame duration and BO is the beacon order,
which can be scaled from 0-15. The energy consumption of four states can be said
as, Eidle, Etx and Erx.

3.3 Routing Mechanism

Routing is one of the effective technique to satisfy the network requirements. In
proposed cross layer model routing and power control technique plays the major
role. Reliability related parameter (ETT) is included in standard AODV routing
protocol to compute reliable path.

Expected Transmission Time: Finding stable links by link quality measurement
parameters such as ETX, ETT, SNR, etc., eminently reduces the number of
retransmissions. Expected transmission count (ETT) is efficient routing metric that
estimates the link quality. ETT is computed by packet delivery ratios (forward
packet delivery ratio and reverse packet delivery ratio) based on bandwidth and
packet size. Expected transmission count (ETX) [25] is the basic parameter
developed to reduce the number of retransmissions, were ETT [24] is the extended
version of ETX is measured based on the forward packet delivery ratio (Df) and
reverse packet delivery ratio (Dr).

ETX=1 ̸ Df *Drð Þ

Similarly Expected Transmission Time is defined as,

ETT=ETX* t

ETT =ETX *
LF
BL

104 P. Sarwesh et al.



ETT=ETX *
LF
LL

TS− TL

LF is the data packet of fixed-size, BL is bandwidth of link L, LL is data packet of
largest-size, TS TL is an interval between the arrivals of two packets. ETT is the
time required to successfully deliver the data packets to each neighbor node.
Advantage of ETT is it adjusts ETX value based on dynamic link variations and
allows variable packet sizes. ETT ignores intra low interference and improves the
throughput by measuring loss rate and bandwidth. To add the ETT information in
AODV, it should be included in the control packet of AODV routing protocol.

RREQ packet format is described in Fig. 4. After finding the ETT information
by RREQ, nodes adjusts its transmission range based on transmission power control
techniques. Figure 5 describes the route discovery process y destination node.

3.4 Power Control Technique

Optimizing the communication unit (regulating transmission range and reception
range) promotes the network reliability and energy efficiency. Medium access
control protocol (MAC) is responsible protocol to regulate radio operations (de-
ciding transmission range) of nodes [26, 27]. Transmission ranges of nodes can be
adjusted by the aid of TPC (Transmission Power Control) technique is used to vary
RX and CS Thresholds. Transmission range (communication range of the node) is
decided based on the RX threshold (the minimum receive signal level the link will
work with) and CS threshold (carrier sensing range of the node to sense the sender’s
transmission) values. When a node receives ETT information, later power control
technique it adjusts its transmission power (CS transmit power level of node, RX
transmit power level of node) [28, 29] based on ETT information (Fig. 6).

Transmission range can be adjusted between the lower limit and upper limit of
the CS and RX transmit power levels.

Fig. 4 RREQ control packet structure
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Rmin (CS and RX min power level) ≤ R (Adjusted transmission range) ≤
Rmax (CS and RX max power level)

Rmin is the minimum transmission range of nodes in network, R is the adjusted
transmission range and Rmax is the maximum transmission range of node in the
network.

Fig. 5 Route discovery process

Fig. 6 MAC based power control technique
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3.5 Operational Flow of Proposed Cross Layer Model

Process of obtaining optimum transmission range
Routing Mechanism
When node deployment is done, Nodes in the network floods, route

request packet (RREQ) that contains, ETT Information.

Every node in network obtains ETT Information with the help of control
packet information.

Node computes its ETT value that is scaled from (0 to 1).

Based on ETT value, Every node obtains its own threshold value (CS and
RX Threshold) from multiple transmission range thresholds of IEEE 802.15.4.

MAC -Power Control Technique
When every node obtains its ETT value, MAC handles the network

operation.

After Receiving ETT value, nodes adjust its transmission range by varying
RX transmit power and CS transmit power.

When RX and CS power adjustments are done, Every Node obtain their
optimum transmission range.

Physical Layer
Nodes transmit the data in their preferred transmission range.

4 Suitability of Proposed Cross Layer Model for IoT
E-Health Application

In wireless network, have been proposed to prolong the network life time and
improve the reliability. Many research work concentrates on particular optimization
technique for example, routing, MAC based scheme, node placement technique etc.
Integrating two different technique in single network architecture, satisfies specific
network requirements. Thus, we proposed reliable network architecture, which is
more suitable for e-health applications. Proposed cross layer model is designed by
IPv6protocol and IEEE 802.15.4 protocol. IPv6 address is more suitable for IoT
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applications, due to its large address space. IEEE 802.15.4 radio is commonly used
radio protocol for low power IoT applications (e-health). Thus, we included IPv6
protocol and IEEE 802.15.4 PHY/MAC radio in simulation scenario to adopt IoT
network scenario.

5 Results

In this chapter, Network Simulator-2 (NS 2.34) is used to measure the performance
of proposed network architecture [30]. IPv6 module and IEEE 802.15.4 PHY/MAC
radio is implemented in our simulation scenario (Table 2).

5.1 Performance Evaluation

Major objective of proposed cross layer design is maximizing the lifetime of net-
work with better reliability. Thus, we estimated the network performance by net-
work lifetime and throughput (to ensure the reliability of the network) values.

Network Lifetime: Internet of Things applications are run by battery operated
sensor devices, therefore prolonging the network lifetime is the major objective in
low power IoT networks. Reducing the number of re-transmission highly balances
the energy consumption and enhance the network lifetime. In our simulation, we
estimated the performance of proposed cross layer model with standard IEEE
802.15.4 PHY MAC (AODV).

Figure 7 and Table 3, elaborates the network lifetime estimation of proposed
cross layer model. First node death in standard model (IEEE 802.15.4 & AODV)
occur at 510 s and in proposed cross layer model first node death occur at 752 s. In
standard model, 11 nodes survived for whole simulation period, and in cross layer
model 30 nodes survived. And from Table 3, it is observed that maximum number
of nodes (76 nodes) lose their energy from 1500 s to 2000 s, which says proposed
cross layer model prolongs the lifetime of nodes. Hence the proposed cross layer
model outperforms standard protocol.

Table 2 Parameter
specifications

Routing protocol AODV, AODV (ETT)

MAC/physical layer IEEE 802.15.4
Channel type Wireless
Radio propagation Two ray ground
Traffic type Constant bit rate
Antenna model Omni directional
Initial energy (sensors) 50 J
Total number of nodes 200
Packet IPv6
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Throughput: Network reliability is measured by the throughput of the network.
Number of packets successfully transmitted during network operation time is
referred as throughput. To achieve a better throughput, data need to be transmitted
in stable links (with good transmission power). In the proposed cross layer model,
optimum transmission power is achieved by ETT information, which maintains the
reliable data transfer.

Figure 8, describes the throughput comparisons of the proposed cross layer
model and standard model. In the above graph, it is noticed that the proposed cross
layer model achieves better throughput than standard model. From the simulation
results it is noticed that the proposed cross layer model performs better in energy
efficiency and also maintains the network reliability in efficient way.

5.2 Network Architectures for IoT

Many cross layer designs can be proposed to improve the network performance of
low power IoT network, The following architecture, gives the future directions of
improve the performance of low power IoT network.
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Fig. 7 Network lifetime estimation

Table 3 Network lifetime
estimation

Protocols Standard Proposed

First node death 510 752
Average node death 77 62
Nodes survived 11 30
1000 s (node death) 48 29
1500 s (node death) 125 94
2000 s (node death) 189 170
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Fig. 9 Energy efficient and cost aware network design
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Integrating node placement and scheduling schemes, that improves energy
efficiency and network cost (Fig. 9).

Residual energy and data traffic can be improved by integrating routing and TCP
estimation technique (Figs. 10 and 11).

Fig. 10 Reliable and energy efficient network design

Fig. 11 Network design to improve network lifetime
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Similarly, many techniques can be integrated in single cross layer design to
improve the performance of low power IoT networks.

6 Conclusion

Internet of things is the network of smart devices that is connected with global
network infrastructure. In IoT applications e-health is one of the successful appli-
cation that provides effective service in health care sectors. IoT devices are resource
constrained and IoT links are low power (unstable links). Hence, achieving relia-
bility with better network lifetime is the main challenge in IoT networks. In the
proposed cross layer design, network lifetime of nodes is improved with better
reliability, by obtaining an optimal transmission range. Optimal transmission range
is obtained by effective integration of MAC based power control technique and
routing technique. In routing mechanism, ETT information is consider for route
discovery process, MAC utilizes the ETT information and it adjust the transmission
range of nodes based on ETT value. By obtaining an optimum transmission range
of all the nodes in network, reliable data transfer and better network lifetime is
achieved. From our result, we conclude that the proposed cross layer model is
reliable and energy efficient and it is more suitable for e-health applications.
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Erasure Codes for Reliable Communication
in Internet of Things (IoT) Embedded with
Wireless Sensors

C. Pavan Kumar and R. Selvakumar

Abstract With billions of devices adding up to the internet, broadly termed as Inter-

net of Things (IoT), the need for reliable communication, distributed storage and

computation has seamlessly increased. At this juncture, need for reliable commu-

nication, distributed storage and computation, adoption of error correcting codes

and erasure codes plays a significant role. In this chapter, we give an overview of

construction of erasure codes required for reliable communication with emphasis

on Internet of Things (IoT) communication which have wireless sensors or sensor

networks as its core. Wireless sensors form an integral part of Internet of Things

(IoT) devices bridging the virtual world and the real world. Achieving reliability in

such networks is highly desirable due to their broad range of applications. The dis-

cussed erasure codes in this chapter can be directly employed or with little modifica-

tion in the context of reliable communication in Internet of Things. In this chapter,

the two methods of information transmission, end-to-end transmission and hop-by-

hop transmission, prevalent in digital communication scenario is discussed in detail

with emphasis on with and without erasure coding. Also, the erasure codes used

extensively in the context of achieving reliability in wireless sensor communica-

tion namely Reed-Solomon codes, Fountain codes and Decentralized Erasure codes

are discussed and compared. This chapter serves as a starting point for researchers

interested in working on reliability aspects of communication in Internet of Things

embedded with wireless sensors and cyber physical systems.
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1 Introduction

Wireless sensor networks has become integral part of many large scale systems espe-

cially of those providing an interface between the cyber world and the real world.

Even though the sensors are capable of only sensing and transmitting information

to the central sink or immediate next node (acting as relay), the role played by such

sensors in diverse atmospheric conditions unsuitable for human intervention is really

incredible [1, 2]. Wireless sensor nodes or motes deployed in an area, collaborat-

ing to perform a specified task forms a wireless sensor network. Internet of Things

(IoT) and Cyber Physical Systems (CPS) will have these wireless sensors or wireless

sensor networks as its core for applications ranging from sensing to control appli-

cations. Studying and understanding reliable communication in wireless sensor net-

work plays a major role in design of Internet of Things and Cyber physical systems.

Wireless sensor networks deployed in the field will sense the data and transmit it

to the sink node via intermediate nodes in the network. All sensed data will be stored

in a limited size buffer memory of sensors in the form of packets and transmitted to

the sink (or the central node or gateway node) one by one upon receiving acknowl-

edgment (ACK) from the sink node. Such acknowledgment will result in network

jamming or congestion and increase the latency as every time the nodes have to wait

to transmit until ACK is received from sink [3]. This will create constraint on node

buffer with limited size meant to store the packets temporarily. There are chances

that the packets are lost in transmission and sink may also ask sender to resend the

packets that further increases the latency [4].

To reliably transmit packets over the network and increase the efficiency, error

correcting codes particularly erasure codes were introduced in the literature at the

higher layer of communication stack in OSI or TCP/IP reference model [5]. In a typ-

ical error correction coding setup, redundant bits r are added at the sender for the

information bits k of messagem to be transmitted over channel. By addition of redun-

dant bits the length of message will be n (i.e., n = k + r) and such messages added

with redundant bits are called as codewords [6]. The process of adding redundant

bits to the information bits is also called as encoding. Using any suitable decoding

technique at the sink or receiver node, received codeword will be decoded to obtain

actual message. In case of erasure codes sender divides the packetm to be transmitted

into k fragments (i.e.,
m
k

) and using any suitable error correction coding technique

k fragments are added with r redundancy fragments and encoded into n packets. At

the receiver side, accessing or using any k packets out of n(n > k), the decoder will

be able to get back the actual information m.

Packets sensed by the sensor nodes will be encoded before transmission and they

are decoded at the sink node to obtain the transmitted packages reliably without the

need of retransmission. There are various families of error correcting codes intro-

duced in literature and only a few of them are employed successfully in the context

of wireless sensor networks [5].

In this chapter, we discuss the various erasure codes introduced in the literature

that are suitable for reliable transmission over Internet of Things (IoT) with other
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network issues related to them. The chapter is organized as follows: In Sect. 2, pre-

liminaries required for constructing erasure codes and other network techniques are

discussed. In Sect. 3, end-to-end transmission and hop-by-hop transmission schemes

are discussed with emphasis on erasure coding. In Sect. 4, state of the art erasure

codes used in achieving reliability is discussed. In Sect. 5, summary of existing state

of the art erasure codes is discussed and future research direction in the context of

Internet of Things erasure codes is discussed in Sect. 6. Section 7 deals with the con-

clusion.

2 Preliminaries

2.1 Data Transmission and Dissemination

Data transmission from source to destination in networks is achieved either through

end-to-end transmission or through hop-by-hop transmission [7–9]. In case of end-

to-end transmission the data packets are routed through various paths in the network

till it reaches the sink or destination node. The intermediate nodes present in the

network acts as relay in helping the data packets to reach sink and doesn’t alter the

contents of the packets. In case of hop-by-hop transmission the intermediate nodes

play a major role by making the data packets to reliably reach the destination. In a

hop-by-hop network, the path from source to destination will comprise of intermedi-

ate nodes with additional processing power termed as hops. At an intermediate hop

node data packets can be verified in terms of bits received in error and can ask the

previous hop node or source node to resend the packet. Apart from this even packet

level encoding and decoding can be performed at these hop nodes similar to network

coding to ensure reliability [10].

Figure 1 gives an overview of end-to-end packet transmission scheme. Data pack-

ets from source will be received by destination and destination will send an acknowl-

edgement for the packets received. Intermediate nodes will act only as relay and

doesn’t alter the contents of packets. Sender will wait for the destination to send

ACK before transmitting the next packet. ACK message indicates the source that the

packet is received successfully without any error, otherwise the sender will trans-

mit the packet again waiting for a stipulated time assuming that the packet is lost in

transmission and has not reached destination.

In other words, in case of end-to-end transmission schemes data packets are

combined only at the sink node to obtain the information. If the erasure codes are

employed in the setup of end-to-end transmission then all the packets will be decoded

only at the receiver. Sensors deployed in the field will sense the parameter of interest

and send it to the sink node to further act upon it. This strategy of sensing at source,

transmitting over the network and analyzing or acting upon the sensed data remains

the same in case of Internet of Things (IoT) devices also.
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Fig. 1 End-to-end transmission
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Fig. 2 Hop-by-hop transmission

In case of hop-by-hop transmission scheme, packets can be analyzed whether it is

received in error or being correctly received at the intermediate hops. If the erasure

codes are employed in the setup of hop-by-hop transmission then the intermediate

hops can encode or decode the packets before transmitting further to the sink node.

In both end-to-end transmission and hop-by-hop transmission schemes, data packets

will be combined only at the sink nodes to obtain the actual message transmitted

from source node.

Figure 2 gives an overview of hop-by-hop transmission scheme. Data packets

from source will be transmitted to the next hop. Upon receiving the ACK from hop,

the transmission completes and subsequently the hop forwards the packet to next hop

and waits for ACK. The process continues until the destination receives all the pack-

ets. Similar to the end-to-end transmission, the hops will wait for ACK. If it is not

received in stipulated time, the hops or sender will retransmit the packet assuming it

has been lost in transmission.

On the other hand, Dimakis et al. [11] proposed Decentralized erasure codes

wherein the data sensed from the sensors will be stored in the network itself and

one can get the data sensed by querying any k out of n nodes. Advantage of such

schemes is that the user or data requester can input (or inject) query in any part of

the sensor network and obtain actual information sensed by the sensors and stored in
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the network by accessing k nodes in the wireless sensor networks. Failure of sensor

nodes will be compensated from the Decentralized Erasure coding technique as the

data can be obtained by querying any k nodes. We will discuss about such codes in

the next section.

2.2 Erasure Codes

Many erasure codes are proposed in the literature for achieving reliability in commu-

nication. Tornado codes [12, 13], Fountain codes [14], Raptor Codes [15], Online

codes [16], Luby Transform codes [17] and Reed Solomon codes [18] are popular

among them. Reed Solomon codes are a class of linear error correcting codes and

fountain codes are rate less codes. These two families of codes are extensively used

in achieving reliable communication in wireless sensor networks.

2.2.1 Reed Solomon Codes

Reed-Solomon codes [18] introduced by Reed and Solomon in the early 1960s is

a class of linear error correcting codes that are extensively used in data storage and

communication. Reed-Solomon codes are employed to encode data chunks transmit-

ted at the sender side by adding redundancy and decoding will be performed at the

receiver side to get back the actual information. m data chunks will be added with

r redundant data chunks. Reed Solomon codes being Maximum Distance separable

(MDS) codes, it is possible to get the actual message upon receiving any m out of

n(n = m + r) data chunks.

Reed Solomon codes can be constructed with Vandermonde matrix construction

approach [19]. Vandermonde matrix V is given as

V =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 𝛼1 𝛼
2
1 ⋯ 𝛼

m−1
1

1 𝛼2 𝛼
2
2 ⋯ 𝛼

m−1
2

1 𝛼3 𝛼
2
3 ⋯ 𝛼

m−1
3

⋮ ⋮ ⋮ ⋱ ⋮
1 𝛼n−1 𝛼

2
n−1 ⋯ 𝛼

m−1
n−1

1 𝛼n 𝛼
2
n ⋯ 𝛼

m−1
n

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(1)

In a Vandermonde matrix given in Eq. 1, any set of rows is linearly independent.

Entries in the matrix V are non zero and distinct from each other such that Vij =
𝛼
j−1
i ≠ 0.

Reed Solomon encoding is performed as follows by multiplying vandermonde

Matrix V with message M to be transmitted.
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Systematic encoding will be performed by substituting any m rows of Vander-

monde matrix given in Eq. 2 with m×m identity matrix. Systematic encoding proves

to be advantageous in implementation and by addition of such identity matrix, the

property of linear independence of rows of Vandermonde matrix remain unchanged.

Systematic encoding is performed as follows:
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The above encoding given in Eq. 3 looks similar to a system of linear equation

V×M = C where, V is a Vandermonde matrix, M is message and C is encoded word

or codeword. Decoding of Reed Solomon codeword is equivalent to finding M from

received codeword R (where, R is M < R ≤ C), i.e., finding M from V ×M = R.

2.2.2 Fountain Codes

The concept of Fountain codes was introduced in the late 1990s [20]. Fountain codes

are extensively used ever since its inception in applications involving transfer of files

(small or large) in the form of small packets which are received at the sink with small

errors or no errors [21]. The flow of packets to receiver is similar to water fountain

and hence the name. These kind of codes require no feedback or little feedback from

receiver upon receiving packets. Also, an another advantage of rate less codes is

that the encoding size of packets need not be known apriori and encoding can be

performed on-the-fly, a feature that is not present in linear erasure codes.

Fountain code works as follows: A file generated at source is divided into k frag-

ments and encoded on the fly using a generator matrix G. Such encoded file frag-

ments will be transmitted. Receiver upon receiving any fraction k′ (with k′ > k) of

such encoded fragments will decode and get back the actual file generated at source.
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Mathematically, the data generated with size k at source is divided into k frag-

ments or packets S ={s1, s2,… , sk}. It is assumed that each packet is either received

without any error or dropped in transmission while proceeding for decoding at

receiver.

Encoder generates packets cn as follows from the source bits by XOR-ing the

source packets together

cn = ⊕
K
k=1skGk×n (4)

where, Gk×n is the generator matrix. The encoded packets cn before transmission are

bitwise summed with source packets for which Gn×k = 1 under GF(2) operation.

On the receiver side, decoding is performed as follows.

Packets will be received either with zero error or not considered at all by

the receiver. Decoder at receiver keeps receiving the encoded data packets till the

received packets are enough to decode the actual data packets transmitted from the

sender. Note that unlike other communication systems receiver will not send ACK to

sender either to acknowledge the receipt of packet or to resend the packet.

Decoder forms a system of linear equation as follows and solves for data packets

S = ={s1, s2,… , sk} from C′
n = {c′1, c

′
2,… , c′n} received packets which was trans-

mitted as Cn = {c1, c2,… , cn} at the source. Since, all packets will be assumed to be

received with zero error C′
is always considered equal to C(i.e.,C′ = C)

⎛
⎜
⎜
⎜
⎝

g11 g12 ⋯ g1k
g21 g22 ⋯ g2k
⋮ ⋮ ⋮
gn1 gn2 ⋯ gnk

⎞
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎜
⎝

s1
s2
⋮
sk

⎞
⎟
⎟
⎟
⎠

=
⎛
⎜
⎜
⎜
⎝

c1
c2
⋮
cn

⎞
⎟
⎟
⎟
⎠

(5)

Success of such decoding relies on the fact that the generator matrix Gk×n used at

the sender is invertible, i.e.,G′
nk exists. Such inverse can be computed using Gaussian

elimination method.

Alternatively, decoding can be expressed as

sk =
N∑

n=1
cnG−1

nk (6)

where, G−1
nk is the inverted generator matrix, sk is the symbol input and cn is the

received packets.

Also, it is to be noted that each encoded packet satisfying the following two con-

ditions will only be transmitted:

1. Each encoded packet should be non-zero

2. Each encoded packet should be linearly independent of preceding encoded pack-

ets. It is to ensure that, the decoder can form a solvable system of linear equations

from the received packets.
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The condition to have more number of packets than K at receiver is to increase

the success rate of decoding at receiver.

The guarantee that the matrix Gnk is invertible is established as follows: Three

cases as follows will arise for computing inverse of matrix Gnk. Let N be the received

packets with additional packets E at the receiver, i.e., N > K or (N + E) > K.

1. N < K:

Enough packets are not received to proceed for decoding at the receiver.

2. N = K:

It is possible for the receiver to perform decoding. But it cannot guarantee that

the matrix is invertible with high probability. Since, the condition is to have each

packet linearly independent and non zero. The probability of having invertible

matrix by keeping N = K is 0.289 for K > 10 from following calculation.

Suppose the first packet (i.e., column) is received as non zero with probability

(1 − 2−K) and second column is received with probability (1 − 2−(K−1)) satisfy-

ing the conditions mentioned previously that the subsequent packets are linearly

independent with the preceding columns and non zero. Proceeding similarly the

probability of matrix being invertible Pinvert is given as

Pinvert =
K−1∏

i=0

(
1 − 2−(K−i)

)

=
(
1 − 2−(K)

)
×
(
1 − 2−(K−1)

)
×⋯ ×

(
1 − 22

)
×
(
1 − 21

)
(7)

which is 0.289 for any K > 10.

3. N > K:

By keeping the number of packets required at receiver slightly larger than the

source packets S, the success probability of decoding increases.

Consider 𝛿 as the probability that the receiver will not be able to successfully

decode the packets from the excess packets E with high probability. Then, 1− 𝛿

will be the probability that receiver will be able to successfully decode from the

excess packets with high probability.

For not so small values of E overhead or excess packets, 𝛿(E) is roughly 2−E
for a random binary fountain code constructed with k source symbols [22]. The

probability of failure for any k is bounded above by

𝛿(E) ≤ 2−E (8)

In other words, for each increase in overheadE, the failure probability 𝛿 decreases

by a factor of two.
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2.2.3 Decentralized Erasure Codes

Decentralized erasure codes was introduced by Dimakis et al. [23, 24]. Decentralized

erasure codes are a special class of codes proposed mainly for storing data in the

wireless sensor network itself rather than depending on an external storage device.

Sensors deployed in the field for the purpose of sensing can also be used for storing

data. Data sensed by the sensors will be stored distributively in the network and

upon querying certain nodes in the network, stored data can be obtained by the query

injector.

Distributed erasure codes operates slightly different from the other erasure codes.

In typical erasure codes minimum k or slightly greater than k packets need to be

stored at a central location (or received) by the decoder to proceed for decoding

whereas in case of distributed erasure coding, decoding will be performed by access-

ing any k encoded packets in the network. Even though fountain codes operates in a

slightly similar manner, they are not distributed in nature.

Distributed erasure code setup is constructed as follows: At a given time, k nodes

will perform sensing operation and n nodes in the network selected randomly will

be used to store the data sensed by k nodes. Sensed data will be stored as packets or

encoded packets. Data collector or any entity interested in getting the data sensed by

k nodes can inject query to the network and just by accessing any k nodes it should

be able to get the data required. There can be overlap among sensing and storage

operations, i.e., same nodes can perform both sensing and storage operation and

some nodes can be used only for storage operations.

Decentralized erasure codes are constructed as follows [25–27]: Data M ={m1,

m2, …, mk} sensed from k nodes will be stored by selecting a storage node ni uni-

formly at random. Each storage node will have a coefficient gi,j chosen from the

Galois Field (GF) with which sensed data will be multiplied and stored. Each stor-

age node will store these field coefficient that increase the overhead on storage nodes.

One storage node can encode and store packets of size equivalent to data packet gen-

erated at source. If the data packet stored is generated at that source node then gi,j ≠ 0,

otherwise it is 0.

Generator matrix G will be employed to compute the codewords C = {c1, c2, …,

cn}. The elements of M, C and generator matrix G are taken over field 𝔽 .

Encoding process is defined as follows:

Ci =
i=k,j=n∑

i=j=1
gi,jMi (9)

where, gij is the element of generator matrix G taken from the field 𝔽 .

Alternatively, it can be given as
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[
c1 c2 ⋯ cn

]
=
[
m1 m2 ⋯ mk

]
⎡
⎢
⎢
⎢
⎣

g1,1 g1,2 ⋯ g1,n
g2,1 g2,2 ⋯ g2,n
⋮ ⋮ ⋮
gk,1 gk,2 ⋯ gk,n

⎤
⎥
⎥
⎥
⎦

(10)

Similarly, decoding is given as a set of linear equation C1×n = M1×kGk×n, solving for

M1×k accessing any k storage nodes.

[
m1 m2 ⋯ mk

]
=
[
c1 c2 ⋯ cn

]
⎡
⎢
⎢
⎢
⎣

g1,1 g1,2 ⋯ g1,n
g2,1 g22 ⋯ g2,n
⋮ ⋮ ⋮
gk,1 gk,2 ⋯ gk,n

⎤
⎥
⎥
⎥
⎦

−1

(11)

The success of decoding in decentralized erasure codes depend on the factor that

the k × k sub matrix of generator matrix G is invertible. Decoder only require any k
columns of generator matrix and corresponding codeword to get the message M =

{m1, m2, …, mk}.

3 General System Overview

In this section, we overview the general system view employed in data transmission

and dissemination in wireless sensor networks employing error correction coding.

We discuss about end-to-end transmission and hop-by-hop transmission with empha-

sis on erasure codes and Decentralized Erasure codes in this section.

3.1 End-to-End Transmission with Erasure Coding

In erasure coding based end-to-end transmission system, data chunks will be encoded

and transmitted. An overview of erasure coding based end-to-end transmission

scheme is given in Fig. 3. In end-to-end transmission scheme with erasure codes,

the data chunks or packets k will be encoded by adding r redundant chunks and

n = k + r. The encoded packets will be transmitted over the channel. Destination

upon receiving any k′ packets (k′ > k) out of n will be able to decode the actual mes-

sage k. An advantage of using erasure coding in end-to-end transmission scheme is

that it does not require ACK by the destination node to transfer next packet. Packets

will be transmitted over any available path to reach destination. Intermediate nodes

present in the path from source to destination will only act as relay in transferring

the packets.

Probability of transmission in end-to-end transmission scheme where data packets

are sent from source to destination is derived as follows [8]. Suppose L is the number

of maximum attempts to be made to transmit message with link delivery probability
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Source Destination

k

k

r

Packets Packets

k’ k

Fig. 3 End-to-end transmission with erasure coding

p from source to destination in end-to-end transmission with intermittent hops not

playing any role and acting only as relay hops. N is the number of hops. PS and PF
are the probability of successful and failed end-to-end transmissions respectively. M
is the number of link level transmissions.

If P1 is the probability of success for one end-to-end transmission over N hops

with L attempts then probability of success PS is

PS = 1 − (1 − P1)L (12)

Since, the probability of packet link delivery is p as assumed above and packets are

transmitted over N hops. Equation 12 is rewritten as

PS = 1 − (1 − pN1 )
L

(13)

Similarly, for successful transmission the probability of success for end-to-end

transmission with L attempts over N hops is given as

PS = 1 − (1 − P)L

= 1 − (1 − pN)L
(14)

If z is the interval with which L takes the value, i.e., z ∈ [1,L] then probability of

successful transmission P(z) is given as

P(z) =
{

(1 − pN)z−1pN 1 ≤ z < L
(1 − pN)L−1 z = L

(15)

3.2 Hop-by-Hop Transmission with Erasure Coding

In erasure coding based hop-by-hop transmission system, data chunks will be encoded

at the source and transmitted to the next hop. Hops will be continuously present in the

path the packets take from source to destination. Each hop will ensure that the pack-
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Fig. 4 Hop-by-hop transmission

ets are received in order and if any error in such packets, they will be corrected at the

hop itself. This approach is similar to network coding [28]. An overview of erasure

coding based hop-by-hop transmission system is given in Fig. 4. Each intermediate

hop will receive the packets and if the packets are not enough to be forwarded to

the next hop, first they will decode and reconstruct the message. Then again they

perform encoding and encoded packets are transmitted to the subsequent node. This

will be performed till enough packets will reach the destination. Intermediate nodes

play a major role in hop-by-hop transmission with erasure coding. There will noACK
from destination to source or intermediate nodes.

In a hop-by-hop transmission setup, data will be transferred from one hop to next

hop with link delivery probability p and maximum number of hops present in inter-

mediate path from source to destination [8]. PS and PF are the probability of success-

ful and failed hop-by-hop transmissions respectively. If the subsequent hop fails then

there will be no transfer of packets. Thus, for successful transmission it is necessary

to have N hops availability.

The probability PS for successful hop-by-hop transmission with L attempts over

one hop is given by 1 − (1 − p)L.

Thus, the probability for successful hop-by-hop transmission with L attempts over

necessary N hops is given by,

PS =
(
1 − (1 − p)L

)N
(16)

If z is the interval with which N takes the value, i.e., z ∈ [1,N], then the proba-

bility P(z) for successful transmission is given as

P(z) =

{(
1 − (1 − p)L

)z−1(1 − p)L 1 ≤ z < N
(
1 − (1 − p)L

)z−1 z = N
(17)
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4 Existing State of the Art

In this section, we review the state of the art research in the area of erasure cod-

ing based reliability in wireless sensor networks proposed either over end-to-end

transmission scheme or hop-by-hop transmission scheme. Employing erasure cod-

ing introduce a little computing overhead at the nodes whereas it increases the effi-

ciency in terms of data transmission reliability, network life and reduced network

consumption (or traffic) and buffer storage requirement at individual nodes [4]. We

have considered only the works that employ redundancy for reliable communica-

tion based on specific erasure codes. Reliability methods proposed in [29–31] are

not considered as these works does not employ any erasure codes and also in their

context the term redundancy is used for sending same packets multiple times. Also,

the works [32, 33] are also not considered as they won’t use any specific codes and

only show that using erasure codes will result in reliable communication.

4.1 Reliable Transfer on Sensor Networks (RTSN)

Kim et al. [19] proposed reliable data transfer on wireless sensor network using sys-

tematic Reed - Solomon erasure codes. End-to-end transmission with erasure cod-

ing is employed to reliably transmit data from source to destination. The experiments

were conducted using real test bed and not by simulations. Systematic Reed-Solomon

code is employed to achieve reliability. Code construction is similar to the systematic

Reed-Solomon code construction outlined in Sect. 2.2.1. To reduce coding overhead

particularly at the decoder of receiver, systematic Reed Solomon coding is employed.

When the packets arrive at the decoder, first it checks whether the received packet

is a data packet or a redundant packet. If the received packet is a data packet and non

of the original data bits are corrupted, then decoding will not be performed. This

will be known by the systematic encoding whether the received data packet contains

original data packet or not. If received packet has the redundant bits and if the data

bits are missing then systematic Reed-Solomon decoding is performed to reconstruct

actual message.

To transmit the message over multiple paths in wireless sensor network, Beacon

vector routing protocol is employed, instead of sending or flooding encoded pack-

ets on all paths. Transmitting encoded packets over multiple paths in network may

increase the network reliability but at the same time it is inefficient as it increases

the network overhead.

In beacon vector routing model, a subset of r nodes are selected as “beacons”
based on network connectivity [19]. These beacons will flood the network to know

the distance of nodes in the network to the beacon nodes. Beacons are selected such

that they are near to the destination or sink. Distance of each node to beacon node

will be stored as P(p) = {B1p, B2p, …, Brp} where, Bip is the distance between node
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p and Bi. Thus, each node in the network will know the distance to its next neighbor

and beacon.

When a packet is to be routed to destination, initially a minimum cost path that is

closest to the sink or destination node is deleted based on distance metric defined as

𝛿(P(p),P(q)) =
r∑

i=1
|Bip − Biq| (18)

To avoid path fail, the algorithm makes use of fallback approach that ensures

packets are moving to destination. Thus, reliability is achieved by using systematic

Reed—Solomon coding and Beacon vector routing protocol. However, the method

doesn’t analyze dynamic failure of paths and adaptivity of the proposed method with

such failures.

4.2 Optimum Reed Solomon Erasure Coding in Fault
Tolerant Sensor Networks

Ali et al. [34] proposed optimum Reed Solomon erasure coding scheme for fault

tolerance in wireless sensor networks. This method uses End-to-End transmission

with Erasure Coding technique to achieve reliability. The intermittent nodes present

in the network through which the data packets are transmitted does not play any role

in data transmission and they do act only as relay nodes. On the other hand the system

model used proxy sink nodes called prongs to collect messages from the sensor nodes

via diverse paths. It is assumed that multiple proxy prongs present in the network is

connected to the central sink via reliable and sufficient bandwidth path.

Pull based querying is used to collect data at the prongs nodes [35]. Source nodes

can transmit data over path of its choice. There is no particular way of selecting the

path to route packets to prongs.
Data packets k generated at the source node will be encoded by adding r redun-

dant packets such that n = k + r. The generated data packets per second will be

distributed over N parallel path by allocating each path i with a di fragment, where,

i = {1, 2,… ,N} are the available number of paths

N∑

i=1
di = dT ⋅ 1 = n = k + r (19)

Allocation vector is denoted by d = [d1, d2,… , dN] and 1 to denote a vector of entries

with 1.

Destination nodes or prongs will collect the packets over the network and try

to decode from any k packets received out of n packets transmitted over N paths.

Random variable zi is used to indicate number of fragments received on path i. This

probability is given as
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Ps = Pr
[ N∑

i=1
zi ≥ k

]

(20)

It can be observed that if redundant packets r are increased, then the probability of

packet loss decreases.

If the loss of consecutive packets on a path, is identical and independent, Ps can

be approximated with Poisson distribution [36], i.e.,

P ≥ Q(d, p, r) (21)

and

Q(d, p, r) =
r∑

j=0
exp−𝜆(d) [𝜆(d)]

j

j!
(22)

where, 𝜆(d) = −dT ln p = −
∑N

i=1 di ln pi and p = [p1, p2,… , pn] is the probability

that data packet is successfully transmitted on each path.

Similarly, probability of packet loss Pl is given as

Pl = 1 − Ps = 1 −
r∑

j=0
exp−𝜆(d) [𝜆(d)]

j

j!
(23)

The factors affecting the data reconstruction at the receiver are data fragments n
transmitted over N paths, loss of packets in transmission (Pl). However, data frag-

ments loss in a typical network may be due to various factors such as node failure,

other underlying protocols associated with transmission.

Cost function considering above factors is defined as

C = Cl.Ploss + Ct(n)
= Cl.Ploss + Ct(k + r)

(24)

where, Cl is the cost associated with packet loss and Ct is the cost associated with

packet transmission. Since, only Reed Solomon erasure coding approach is to be

tested in Wireless sensor network, the normalized value is taken for Cl.

Assigning data packet on each path di is the function to be minimized as other

parameters associated will be generated from sensor or fixed parameters. So, the

constraint
∑N

i=1 di = dT1 to minimize cost function C.

To minimize cost function, Genetic Algorithms (GA) are used. Genetic algorithm

has three distinct phases—selection, crossover and mutation. Roulette wheel is used

as a selection operator. For the population of size given as V , probability of selection

Pselect of each ith individual with fitness value fi is given as

Pselect =
fi

∑V
i=1 fi

(25)
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Uniform crossover is considered and for each subsequent generation, crossover

probability is considered.

Mutation value is set to uniform. In each generation the constraint
∑N

i=1 xi = k+ r
is checked. GA halts with specified maximum number of generations is reached.

Then, an individual with d vector with lowest C is taken as the solution.

Thus, Ali et al. [34] employ Reed Solomon codes to achieve data reliability and

genetic algorithms for path selection out of N to transmit data packets to prongs in

turn to sink nodes.

4.3 Reliable Data Transfer Scheme (RDTS)

Srouji et al. [37] introduced reliable data transfer scheme (RDTS) for reliable com-

munication in wireless sensor networks. RDTS approach uses hop-by-hop transmis-

sion mechanism with erasure coding for data transfer from source to destination.

RDTS employs two schemes namely full erasure coding at hops and partial cod-

ing which require coding based on need. RDTS scheme employs systematic Reed-

Solomon codes for achieving reliability. Reed-Solomon codes are constructed simi-

lar to the methodology outlined in Sect. 2.2.1 using Vandermonde matrix approach.

RDTS scheme employing hop-by-hop encoding works as follows in a n-hop path

with n + 1 hops and it is assumed that each hop will participate in encoding as well

as decoding to ensure that packets are reliably transmitted. Each hop in the path will

receive data from previous path with a probability pi, also termed as successful data

arrival probability. Thus, for the Ni+1th hop, the successful probability of receiving

data from Ni th hop is pi. Computing in the same manner, the probability of success-

ful delivery Ppath through n hops is

Ppath =
n∏

i=1
pi (26)

where, n is the number of hops, pi is the probability of success of data transfer.

If n packets (i.e., n = k+ r) are transmitted from one hop, the probability that the

same is received by the next hop is given by,

Nreceived = pi × Nsent

For successful decoding at hop, the number of received packets must be greater

than or equal to k, i.e., k′ ≥ k. Also, number of received data packets must be greater

than or equal to
k
pi

for successful decoding, i.e.,

k + r ≥ k
pi
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Since, each hop will transmit with probability
k
pi

, the number of fragments trans-

mitted is given by

TotalRDTS =
K∑

i=1

k
pi

(27)

In hop-by-hop full erasure coding RDTS scheme, each intermediate hop will

encode or decode based on requirement (calculated using

⌈
k
pi

⌉
). If the received data

fragments k′ has missing x original data packets out of k, then the received data

fragments are decoded to get original k data fragments first. Then, again from the k
(reconstructed from k′ received packets) data packets at hop additional r packets are

generated by encoding and n packets are transfered to next hop.

In hop-by-hop partial erasure RDTS scheme, hop n upon receiving any k pack-

ets will proceed for decoding. First, it will check whether the received packets are

enough for the decoding at the next hop (i.e., k′ > k) calculated using

⌈
k
pi

⌉
. If it is

enough then the packets are transmitted as it is to the next hop without any encoding.

If the received packets k′ = k, then r redundant packets are constructed (or encoded)

from received packets and transmitted to next hop. If the received packets are less

than k then full erasure coding scheme is employed first to decode the lost pack-

ets and then encode to get r redundant packets to send it to the next hop based on

requirement.

RDTS scheme is compared with end-to-end transmission scheme and showed that

by employing RDTS scheme better performance can be achieved in terms of network

traffic, network lifetime and energy consumption by nodes. However, RDTS scheme

require apriori knowledge (to compute

⌈
k
pi

⌉
) of the path to reliably transmit packets

over that path. Also, computation cost of simultaneous encoding and decoding at the

hops is not analyzed by the scheme.

4.4 FBCast

Kumar et al. [38] used Fountain codes for the data transmission in wireless sen-

sor network with hop-by-hop transmission with erasure coding scheme. The novelty

of the work lies in employing erasure codes particularly fountain codes to update

software installed in the wireless sensor nodes deployed in the field. This kind of

software update requires the data flow from sink node to source nodes whereas the

data flow is in reverse direction in usual data transmissions, i.e., data flow will be

from nodes to sink.

Sensor nodes in the network needs the periodic update of software to cope up or

adopt with the new architecture or system update. This also poses another challenge

that if software has to be updated then it has to be updated in all the nodes in the
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Table 1 Summary

Scheme End-to-end erasure

coding

Hop-by-hop erasure

coding

Employed erasure

code

Kim et al. [19] ✓ Systematic Reed

Solomon codes

Ali et al. [34] ✓ Systematic Reed

Solomon codes

Srouji et al. [37] ✓ Fountain codes

Kumar et al. [38] ✓ Fountain codes

network and not only partial update. To reliably transmit the packets from sink to

source nodes FBcast method was proposed.

Software update in the form of k data packets at sink node will be encoded into n
data packets to be transmitted over the network to reach source nodes. Fountain codes

are constructed as given in Sect. 2.2.2. The approach of broadcasting encoded data

packet over the network is termed as FBcast. Probabilistic broadcasting approach is

used over simple flooding.

Using of fountain codes in the firmware update on wireless sensor nodes is moti-

vated by several facts that these rate less fountain codes provide over other linear

erasure codes. To list a few:

1. Fountain codes provide flexibility of choosing the encoded packet length based

on requirement. It can change arbitrarily.

2. On-the-fly encoding and no fixed size on packet length.

3. Simple encoding and decoding operations that gives users the flexibility of

deciding encoding packets on-the-fly.

Authors propose two models of transmission: Rebroadcast and Retransmission

for evaluation of proposed FBcast. Rebroadcast is broadcasting the packets received

from another node and retransmission is transmission of same packets again in the

network.

In a simple FBcast model, data packets are transmitted from sink to the next hop.

In FBcast, probabilistic rebroadcast model, data packets are transmitted based on

link success probability, there by achieving reliability over simple FBcast model. To

achieve more reliability in terms of packet delivery over different topologies FBcast

model with repeaters was introduced. In FBcast model repeaters are selected nodes

that receive enough packets in a window period and upon satisfying a threshold

value these nodes can act as repeaters rather than employing all nodes in the net-

work as repeaters. Repeater nodes first reconstructs (or decodes) the original data

from k′ (which should be greater than k) received packets and then again encodes

the k packets (constructed from received k′ packets) into n packets and broadcasts

in the network to achieve higher reliability. This scheme achieves adaptability for

the changing network conditions and higher reliability but at a higher computation

overload as each node has to decode and then again encode.
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5 Summary and Discussion

In the previous sections, we have given an overview of erasure codes employed and

the works from literature that employs the erasure codes for achieving reliability

in wireless sensor networks. Table 1 gives the overview of schemes, erasure codes

employed, whether they are based on end-to-end erasure coding transmission scheme

or hop-by-hop erasure coding transmission scheme.

From the Table 1, we can see that majority of schemes has used only systematic

Reed Solomon codes and fountain codes for achieving reliability in wireless sen-

sor network data transmission. Only FBcast approach has analyzed the reliability in

terms of updating the software firmware in the wireless sensor nodes whereas other

schemes have concentrated only on disseminating data reliability from source nodes

to sink nodes along with other routing protocols. Also, we can observe that except

Kim et al. [19] all other schemes use simulations to validate their approaches.

Only reliability aspect has been investigated by the researchers and not on security

aspect. Many devices are connecting to internet and the number is ever increasing.

Employing any security parameter that will authenticate the device and as well as

secure reconstruction of data at the receiver will be helpful in attacks against intrud-

ers, side channel attacks or spoofing kind of attacks.

6 Future Research Direction

Internet of Things communication offers a plethora of challenges that can be investi-

gated. In this section we discuss the possible research directions that can be taken up

in the context of communication in Internet of Things domain particularly reliability

and security aspects.

6.1 Channel Model Analysis

The erasure codes used in the reliable communication are selected in random to

improve the performance rather than information theoretically analyzing the chan-

nel on which the devices will communicate. Some models assume Binary Erasure

Channel (BEC) for communication wherein received data may be corrupted or it may

be received in error. But analyzing channel model in the Internet of Things (IoT)

communication information theoretically provides new insights about the channel

nature. It is advantageous to have the understanding of channel model [39] so that

more robust and adaptive erasure codes can be used from the existing ones or new

erasure codes can be proposed.
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6.2 New Coding Techniques

Due to the new challenges in general digital communication scenario, new erasure

codes are proposed in literature. The existing methods in Internet of Things (IoT)

devices and wireless sensor networks use the Reed-Solomon codes and Fountain

codes which were proposed more than two decades ago. Analyzing the other erasure

codes understanding the nature of channel and communication requirement (as the

communication channel may have wired or wireless or mobile technologies such as

2G/3G/4G as backbone network) in Internet of Things (IoT) devices will be use-

ful as it involves many other underlying protocols. Also, it is worth to investigate

performance employing joint erasure and error correcting codes at higher layers of

communication stack and at physical layer respectively.

6.3 Security in Addition to Reliable Communication

Existing communication protocols and erasure codes concentrates mainly on reliable

communication and not on secure communication. Using code based cryptosystems

will be beneficial as it provides both reliability and security. Instead of using any

higher end, computation intensive security protocols, it will be interesting to ana-

lyze code based cryptosystem that achieves the need of security at less computation

overhead. Design of light weight cryptography or code based cryptosystem will be

an interesting domain to explore.

6.4 Authentication of Devices

With many devices connecting to the Internet and such devices are used in crit-

ical applications, there is a need for authenticating the devices as many intruder

devices can pose as actual devices and disrupt communication or may make the sys-

tem to behave adversely. To overcome such challenges using authentication methods

in addition to reliable communication will be beneficial. Authentication of devices

can be made in several ways and using data hiding codes [40] or similar techniques

will provide reliability in communication as well as security in terms of authenticity.

One such method of employing code based cryptosystem to authenticate RFID tags

is proposed by Maurya et al. [41] using binary codes.



Erasure Codes for Reliable Communication . . . 135

7 Conclusion

In this chapter, we have given an overview of existing erasure codes in the wire-

less sensor networks which are integral part of Internet of Things communication.

Construction methods of extensively used Reed-Solomon codes and Fountain codes

are provided in addition to Decentralized erasure codes. Also, the basic communi-

cation paradigm of information transmission namely end-to-end transmission and

hop-by-hop transmission are discussed in detail with and without emphasis on era-

sure codes. Many future research directions are discussed based on the erasure codes.

This chapter serves as starting point for the researchers interested in working on reli-

ability in Internet of Things communication with emphasis on erasure coding and

wireless sensor networks.
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Review: Security and Privacy Issues of Fog
Computing for the Internet of Things (IoT)
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Abstract Internet of Things (IoT), devices, and remote data centers need to connect.
The purpose of fog is to reduce the amount of data transported for processing,
analysis, and storage, to speed-up the computing processes. The gap between, Fog
computing technologies and devices need to narrow down as growth in business
today relies on the ability to connect to digital channels for processing large amounts
of data. Cloud computing is unfeasible for many internet of things applications,
therefore fog computing is often seen as a viable alternative. Fog is suitable for many
IoT services as it has enabled an extensive collection of benefits, such as decreased
bandwidth, reduced latency, and enhanced security. However, Fog devices that are
placed at the edge of the internet have met numerous privacy and security threats.
This study aims to examine and highlight the security and privacy issues of fog
computing through a comprehensive review of recently published literature of fog
computing and suggest solutions for identified problems. Data extracted from 34
peer-reviewed scientific publications (2011–2017) were studied, leading to the
identification of 49 different issues that were raised, in relation to fog computing.
This study revealed a general agreement among researchers about the novelty of Fog
computing, and its early stages of development, and identifies several challenges that
need to be met, before its wider application and use reaches its full potential.
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Graphical Abstract

1 Introduction

Fog computing, also known as fog networking or fogging, refers to a system of
distributed computing infrastructure managed by smart devices, although it may
still manage some in the cloud it still operates from smart phones. Thus, Fog can be
viewed as a middle layer between cloud and the hardware system. Having a middle
layer enables more efficient data searching, analysis, and storage, and minimizes
the amount of data that needs to be transported to cloud.

Fog computing initially introduced a concept to describe the technology that
forms a link between remote data centers and Internet of Things (IoT) devices. In
“fog computing” or “edge computing,” its system operates on the network ends,
instead of hosting and working entirely from a centralized cloud. It is designed to
facilitate the storage of data, computing, and other services between end devices,
mostly IoT devices, and cloud computing data centers [1]. Thus, the fog proposes a
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smart substitute that enables the processing of data locally, minimizing cloud
involvement and enabling a smarter, more self-sufficient space between the data
center and the network edge. Through a steep increase in the number of endpoint
devices that communicate with the data center, it works as a latency that will
escalate the network routine.

Fog computing offers many other advantages, including more efficient real-time
processing, rapid and affordable scaling, and local content and resource pooling.
The ability to link the IoT with the existing Internet computing infrastructure has
attracted considerable interest among academics, as well as of the IT industry. Fog
supports (IoT) are growing rapidly, as the traditional cloud will never be enough.
Applications that use fog computing presently will be in greater demand in the
future due to its storage capacity. The areas that rely on this system include,
connected vehicles, smart cities, smart grids, mobile healthcare systems, wireless
sensor, actuator networks, connected manufacturing, connected oil, gas systems,
autopilot vehicles, smart homes are names of a few [2]. In terms of mobile big data
analytics, big data processing is still a new subject to the big data architecture in the
cloud and mobile cloud. Fog computing is able to deliver flexible resources with
huge capacity data process system, without being the drawback of cloud’s high
latency [3]. Another advantage of fog computing is data security which helps with
confidentiality issues. Through the adoption of user behavior profiling, it can help
to mitigate insider data theft attacks in cloud and combs both technologies that can
be used for masquerade detection [4].

At present, Fog computing is going through its early stages of development, and
there are some challenging aspects that need to be addressed. Some of the concerns
comprise issues that relate to privacy and programming models and abstracts; fog
architecture; IoT support; storage constraints, network, and computing; resource
provisioning and management; and allocated fog computing centers [2]. For
example, when we consider data protection, many IoT device applications have
issues in fog computing. Handling of messages created from IoT devices, and sent
to the closest fog nodes is a difficult task. To overcome this difficulty, the data is
usually separated into few parts, and sent to numerous fog nodes, as there is a
greater chance of assuring reliability. Since processed data is a compound that
makes it more secure, nonetheless its challenge is to decrypt or encrypt data on IoT
device as there are inadequate resources [5]. In fog computing security applications
such as Smart Traffic Lights and Connected Vehicle, Wireless Sensor and Actuator
Networks, IoT and Cyber-physical systems and Software Defined Networks, have
some issues such as Verification at the smart meters which are installed in con-
sumers’ house as well as numerous levels of the doorways. All the smart appliances
and the smart meters have an IP address. A mischievous user can either report
incorrect readings, interfere with the own smart meter or tricky IP addresses [6]. in
the case of privacy in fog computing, there are some issues that have been identified
as regarding as mobile device applications such as, places which have very weak
surveillance and protection systems implemented into the fog node devices. They
are local to the end user which makes it weak to security challenges. In contem-
plation of comprehending mischievous intentions become obtainable to fog
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computing framework such as; eavesdropping, data hijack and in-the-middle-attack,
etc. [7].

Recent research focuses on fog computing platform and applications.
Researchers have briefly introduced Fog computing and after analyzing similar
concepts of fog computing they have given a broader definition of fog computing
[8]. Studies with surveys in fog computing concepts, applications, and issues that
have been discussed the definitions of fog computing with similar concepts are
given numerous types of issues that may find design and implement with fog
computing systems [3]. Some authors have researched about research opportunities
of the Fog and IoT, as their research indicates some future fog and its application in
multiple industries and driving revolution through network operators like AT&T,
IBM, and Huawei etc. [9].

New technologies such as Fog computing have the potential to offer many
benefits, privileges, conveniences, and efficiencies to the users. However, techno-
logical advances often present new problems, and one major concern is the pro-
tection of privacy and security of data.

This study undertook a content analyses of the literature published in the area of
security and privacy issues in fog computing, and the study is presented in four
main parts: introduction, materials, and methods, results, discussion and conclusion.

2 Materials and Method

The overarching research question for this study is: What exactly can be done to
resolve security and privacy issues of fog computing? The data for this research is
gathered from peer-reviewed scientific studies, on Fog computing security and
privacy issues, published in scientific journals, during the 2011–2017 period.

2.1 Raw Data Collection

The raw data collected for this study is from 34 peer-reviewed scientific publica-
tions which were published between the years of 2011–2017. The raw data pre-
sented in Table 3 specifies the variables used for the analysis including application,
security issues, and algorithm.
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2.2 Data Inclusion Criteria

In our analysis, we considered attributes such as author, applications, security and
privacy issues and techniques. Nonetheless, in our analysis, we excluded studies
when no complete attributes are disclosed and the publication is not published in
peer-reviewed scientific publications.

2.3 Raw Data Analysis

Furthermore, the review articles were gathered according to the Fog computing
security and privacy issues, applications and techniques used. We pooled and
analyzed the used studies based on the influence of variables that they used for their
studies. Then the comparison of issues, application and techniques was investigated
to detect the trend of the security and privacy issues in fog computing for the
Internet of Things (IoT) . The methodology implemented allows solving these
issues, as the algorithm selected is purely for this purpose.

Table 1 provides a summary of the applications, of the issues addressed, by
respective techniques and solutions, from 34 publications were outlined thoroughly.

3 Results

Table 2 shows the considerations and applications according to the year.
Table 4 is obtained from the data from articles that published between 2015 and

2017. Within this table, only the application headings have been mentioned, and the
table above explains it in a broader application.

Figure 1, based on the data from Table 4, indicates that 19% of the issues were
found from the network regarding applications, while smart homes/household’s
applications accounted for 11% of the issues. Figure 2 shows the percentages of
issues in fog computing that have either been/not been suggested a solution of the
total number of 49 issues, only 32 (65%) have been given solutions or techniques.

4 Discussion

This study reviewed 34 research papers published from 2011 to 2017, about
security and privacy issues associated with Fog computing. An important obser-
vation is the relatively low number of articles published on Fog computing issues
during the said period, highlighting the need for more research done in this
important area.

Review: Security and Privacy Issues of Fog Computing … 143



T
ab

le
1

Fo
g
co
m
pu

tin
g
se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

us
in
g
da
ta

ex
tr
ac
te
d
fr
om

34
pe
er
-r
ev
ie
w
ed

sc
ie
nt
ifi
c
pu

bl
ic
at
io
ns

(2
01

1–
20

17
)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

1
E
lk
ha
ti
et

al
.

(2
01

7)
[1
0]

Fo
g

In
fr
as
tr
uc
tu
re

Sm
ar
t
ci
tie
s

H
om

e
au
to
m
at
io
n

D
at
a-
dr
iv
en

in
du

st
ri
es

•
C
lo
ud

ha
s
th
e
ad
va
nt
ag
es

of
co
st
-e
ff
ec
tiv

en
es
s
an
d
sc
al
ab
ili
ty

•
H
ow

ev
er
,
it
is
n’
t
su
ita
bl
e
fo
r
ho

st
in
g
al
l

th
e
ap
pl
ic
at
io
ns

•
A
s
a
so
lu
tio

n,
of
f-
lo
ad
in
g
so
m
e

co
m
pu

ta
tio

ns
to

th
e
ed
ge

is
pr
op

os
ed

•
T
he

po
te
nt
ia
l
ed
ge

in
fr
as
tr
uc
tu
re

is
no

t
w
el
l
un

de
rs
to
od

•
T
he
re

is
no

cl
ar
ity

on
th
e
ty
pe
s
of

ap
pl
ic
at
io
ns

th
at

ca
n
be

of
f-
lo
ad
ed

•
U
si
ng

m
ic
ro
-c
lo
ud

s
w
hi
ch

ar
e
co
lle
ct
io
ns

of
R
as
pb

er
ry

Pi
s,
to

ho
st
a
ra
ng

e
of

fo
g

ap
pl
ic
at
io
ns

•
T
he
y
ar
e
pa
rt
ic
ul
ar
ly

us
ef
ul

in
ne
tw
or
k-
co
ns
tr
ai
ne
d
en
vi
ro
nm

en
ts

•
T
he

st
ar
tu
p
la
te
nc
y,
I/
O
ov

er
he
ad
,s
er
vi
ng

la
te
nc
y
an
d
ho

st
in
g
ca
pa
bi
lit
y
ha
ve

be
en

ex
pe
ri
m
en
ta
lly

te
st
ed

fo
r
se
ve
ra
ld

iff
er
en
t

ap
pl
ic
at
io
ns

2
H
ao

et
al
.

(2
01

7)
[1
1]

H
et
er
og

en
ei
ty

U
ni
ve
rs
iti
es

C
or
po

ra
tio

ns
C
om

m
on

w
ea
lth

or
ga
ni
za
tio

ns
Pe
rs
on

al
ho

us
eh
ol
ds
.

•
T
he
re

ar
e
he
te
ro
ge
ne
ou

s
of

Fo
g
no

de
s

•
T
he
re

ar
e
no

gu
ar
an
te
es

th
at

th
e
no

de
s

w
ill

in
cl
ud

e
co
m
pa
ra
bl
e
re
so
ur
ce
s

•
Pr
iv
ac
y
an
d
se
cu
ri
ty

is
su
es

ar
e
tie
d
w
ith

th
e
he
te
ro
ge
ne
ity

•
T
he
y
ar
e
m
os
tly

ca
st
as
id
e
to

ac
co
m
pl
is
h

in
te
ro
pe
ra
bi
lit
y
an
d
ge
ne
ra
l
fu
nc
tio

na
lit
y

•
W
he
n
ex
ch
an
gi
ng

da
ta

to
ra
nd

om
de
vi
ce
s,
st
ri
ct

pr
iv
ac
y
po

lic
ie
s
an
d

en
cr
yp

tio
n
cr
ea
te

m
or
e
co
m
pl
ic
at
io
ns

•
A

fle
xi
bl
e
so
ft
w
ar
e
ar
ch
ite
ct
ur
e,

in
co
rp
or
at
in
g
di
ffe

re
nt

de
si
gn

ch
oi
ce
s

an
d
us
er
-s
pe
ci
fi
ed

po
lic
es
,
is
de
sc
ri
be
d

•
A
ls
o
pr
es
en
te
d
in

a
de
si
gn

of
W
M
-F
O
G
.

A
co
m
pu

tin
g
fr
am

ew
or
k
fo
r
fo
g

en
vi
ro
nm

en
ts
th
at

m
ak
es

us
e
of

th
e

pr
op

os
ed

so
ft
w
ar
e
ar
ch
ite
ct
ur
e,

an
d
an

ev
al
ua
tio

n
of

th
ei
r
pr
ot
ot
yp

e
sy
st
em

3
A
lr
aw

ai
s
et

al
.

(2
01

7)
[1
]

Se
cu
re

an
d

E
ffi
ci
en
t

Pr
ot
oc
ol
s

Sm
ar
t
gr
id
s

H
ea
lth

ca
re

sy
st
em

s
W
ir
el
es
s
se
ns
or

ne
tw
or
ks

Sm
ar
t
ho

m
es

•
M
os
t
of

th
e
ex
is
tin

g
pr
ot
oc
ol
s
su
ch

as
tim

e
sy
nc
hr
on

iz
at
io
n
us
e
w
ir
el
es
s
pa
ck
et

tr
an
sm

is
si
on

s
•
T
he
y
ar
en
’t
su
ita
bl
e
fo
r

re
so
ur
ce
-c
on

st
ra
in
ed

Io
T
de
vi
ce
s

•
W
ir
el
es
s
tr
an
sm

is
si
on

s
an
d
se
cu
ri
ty

co
m
pu

ta
tio

ns
ut
ili
ze

th
e
m
aj
or

pa
rt
of

th
e

en
er
gy

bu
dg

et
(c
on

tin
ue
d)

144 B. N. B. Ekanayake et al.



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

4
A
lr
aw

ai
s
et

al
.

(2
01

7)
[1
]

A
ut
he
nt
ic
at
io
n

Sm
ar
t
gr
id
s

H
ea
lth

ca
re

sy
st
em

s
W
ir
el
es
s
se
ns
or

ne
tw
or
ks

Sm
ar
t
ho

m
es

•
A
ut
he
nt
ic
at
io
n
in

Io
T
ha
s
se
ve
ra
l

pr
ob

le
m
s
re
la
te
d
to

sc
al
ab
ili
ty

an
d

ef
fi
ci
en
cy

•
T
ra
di
tio

na
l
au
th
en
tic
at
io
n
m
et
ho

ds
ar
e

in
ef
fi
ci
en
t

•
T
he
re
fo
re
,
a
se
cu
re
,
sc
al
ab
le
,
ef
fi
ci
en
t,

an
d
us
er
-f
ri
en
dl
y
so
lu
tio

n
to

co
pe

w
ith

re
so
ur
ce
-c
on

st
ra
in
ed

Io
T
de
vi
ce
s
is

re
qu

ir
ed

•
T
he

ap
pl
ic
at
io
n
of

a
lig

ht
w
ei
gh

t
en
cr
yp

tio
n
al
go

ri
th
m

be
tw
ee
n
fo
g
no

de
s

an
d
Io
T
de
vi
ce
s
w
ill

im
pr
ov

e
th
e

ef
fi
ci
en
cy

of
th
e
au
th
en
tic
at
io
n
pr
oc
es
s

•
Fo

g
ha
s
th
e
ca
pa
ci
ty

to
cr
ea
te

an
op

po
rt
un

ity
fo
r
au
th
en
tic
at
io
n
so
lu
tio

ns
in

Io
T
de
vi
ce
s,
pa
rt
ic
ul
ar
ly

w
ea
ra
bl
e

de
vi
ce
s

5
H
u
et

al
.

(2
01

7)
[7
]

Pr
iv
ac
y

M
ob

ile
de
vi
ce
s

•
Pl
ac
es

w
hi
ch

ha
s
ve
ry

w
ea
k
su
rv
ei
lla
nc
e

an
d
pr
ot
ec
tio

n
ar
e
us
ed

to
im

pl
em

en
te
d

th
e
fo
g
no

de
de
vi
ce
s.
T
he
y
ar
e
lo
ca
l
to

th
e
en
d
us
er
s

•
T
he
re
fo
re
,
th
ey

ar
e
w
ea
k
to

se
cu
ri
ty

ch
al
le
ng

es
•
In

co
nt
em

pl
at
io
n
of

co
m
pr
eh
en
di
ng

m
is
ch
ie
vo

us
in
te
nt
io
ns

be
co
m
e

ob
ta
in
ab
le

to
fo
g
co
m
pu

tin
g
fr
am

ew
or
k

su
ch

as
;
ea
ve
sd
ro
pp

in
g,

da
ta

hi
ja
ck

an
d

in
-t
he
-m

id
dl
e-
at
ta
ck
,
et
c.

6
A
lr
aw

ai
s
et

al
.

(2
01

7)
[1
]

U
pd

at
in
g

In
te
rn
et

of
th
in
gs

D
ev
ic
es

Sm
ar
t
gr
id
s

H
ea
lth

ca
re

sy
st
em

s
W
ir
el
es
s
se
ns
or

ne
tw
or
ks

sm
ar
t
ho

m
es

•
M
an
y
Io
T
de
vi
ce
s
co
nt
in
ue

to
be

vu
ln
er
ab
le

to
at
ta
ck
s

•
M
an
ag
em

en
t
of

se
cu
ri
ty

up
da
te
s
re
qu

ir
es

th
e
de
si
gn

of
re
m
ot
e
so
ft
w
ar
e
up

da
te

ca
pa
bi
lit
ie
s

•
V
ul
ne
ra
bl
e
fi
rm

w
ar
e
m
ay

ex
po

se
Io
T

de
vi
ce
s
to

at
ta
ck
s
th
at

m
ay

no
t
be

pr
ot
ec
te
d
by

tr
ad
iti
on

al
se
cu
ri
ty

so
lu
tio

ns
su
ch

as
fi
re
w
al
ls

•
Fo

g
co
m
pu

tin
g
ca
n
be

he
lp
fu
li
n
fi
nd

in
g
a

so
lu
tio

n
•
Fo

g
ca
n
be

us
ed

to
id
en
tif
y
vu

ln
er
ab
ili
tie
s

an
d
to

tr
ac
k
fi
rm

w
ar
e
up

da
te
s
in

Io
T

de
vi
ce
s

•
H
ow

ev
er
,
up

da
tin

g
bi
lli
on

s
of

Io
T

de
vi
ce
s
is
an

un
w
ie
ld
y
ta
sk

(c
on

tin
ue
d)

Review: Security and Privacy Issues of Fog Computing … 145



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

•
Se
cu
ri
ty

up
da
tin

g
su
pp

ly
to

Io
T
de
vi
ce
s

co
ul
d
be

he
lp
ed

by
th
e
ge
o-
di
st
ri
bu

tio
n

ch
ar
ac
te
ri
st
ic

of
fo
g
co
m
pu

tin
g

7
W
en

et
al
.

(2
01

7)
[1
2]

R
el
ia
bi
lit
y

T
ab
le
ts

Sm
ar
t
Ph

on
es

D
es
kt
op

PC
s

•
A

la
rg
e
pa
rt
of

Io
T
ap
pl
ic
at
io
ns

is
m
ad
e

of
ph

ys
ic
al

sy
st
em

s.
T
he
re
fo
re
,
th
e

as
su
m
pt
io
ns

m
ad
e
ab
ou

tf
au
lt
an
d
fa
ilu

re
m
od

es
ar
e
w
ea
ke
r
th
an

th
os
e
fo
r

W
eb
-b
as
ed

ap
pl
ic
at
io
ns

•
Io
T
ap
pl
ic
at
io
ns

ar
e
vu

ln
er
ab
le

to
cr
as
h

an
d
tim

in
g
fa
ilu

re
s
du

e
to

lo
w
-s
en
so
r

ba
tte
ry

po
w
er
,h

ig
h
ne
tw
or
k
la
te
nc
y,

en
vi
ro
nm

en
ta
l
da
m
ag
e
et
c.

A
ls
o,

th
e

un
ce
rt
ai
nt
y
ca
us
ed

by
po

te
nt
ia
lly

un
st
ab
le

an
d
m
ob

ile
sy
st
em

co
m
po

ne
nt
s

in
cr
ea
se
s
di
ffi
cu
lti
es

in
pr
ed
ic
tin

g
an
d

ca
pt
ur
in
g
sy
st
em

op
er
at
io
n

•
T
he
re
fo
re
,
m
et
ho

ds
ar
e
ne
ed
ed

to
m
ea
su
re

an
Io
T
ap
pl
ic
at
io
n
w
or
kfl

ow
’s

re
lia
bi
lit
y,

an
d
al
so

ap
pl
y
w
ay
s
of

en
ha
nc
in
g
it

8
W
en

et
al
.

(2
01

7)
[1
2]

Se
cu
ri
ty

C
ri
tic
al
ity

Se
ns
or
s

C
om

pu
te
r
ch
ip
s

C
om

m
un

ic
at
io
n

de
vi
ce
s

•
M
ul
tip

le
se
ns
or
s,
co
m
pu

te
r
ch
ip
s,
an
d

co
m
m
un

ic
at
io
n
de
vi
ce
s
ar
e
in
te
gr
at
ed

to
en
ab
le
ov

er
al
lc
om

m
un

ic
at
io
n,

in
th
e
Io
T

en
vi
ro
nm

en
t

•
T
he
re

m
ay

be
m
ul
tip

le
co
m
po

ne
nt
s
in

a
gi
ve
n
se
rv
ic
e,

w
ith

ea
ch

de
pl
oy

ed
in

its
ow

n
ge
og

ra
ph

ic
lo
ca
tio

n,
T
hi
s
m
ak
es

ea
ch

a
se
pa
ra
te

at
ta
ck

ta
rg
et

•
Fo

g
no

de
s
ca
n
be

ea
si
ly

at
ta
ck
ed
,

es
pe
ci
al
ly

th
os
e
in

ne
tw
or
k
en
ab
le
d
Io
T

sy
st
em

s,
w
he
re

at
ta
ck

ve
ct
or
s
ca
n
in
cl
ud

e
hu

m
an
-c
au
se
d
sa
bo

ta
ge

of
ne
tw
or
k

in
fr
as
tr
uc
tu
re
,
m
al
ic
io
us

pr
og

ra
m
s

•
A
cc
ur
at
e
ev
al
ua
tio

n
of

th
e
se
cu
ri
ty

an
d

ri
sk
s
to

ob
ta
in

a
ho

lis
tic

m
ea
su
re

of
se
cu
ri
ty

an
d
ri
sk

su
sc
ep
tib

ili
ty
,i
s
cr
iti
ca
l

•
T
hi
s
be
co
m
es

ch
al
le
ng

in
g
w
he
n

w
or
kfl

ow
s
ar
e
ch
an
gi
ng

an
d
ad
ap
tin

g
to

ru
nt
im

e

(c
on

tin
ue
d)

146 B. N. B. Ekanayake et al.



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

pr
ov

ok
in
g
da
ta

le
ak
ag
e,
or

ev
en

ph
ys
ic
al

ac
ce
ss

to
de
vi
ce
s

9
W
en

et
al
.

(2
01

7)
[1
2]

D
yn

am
ic
ity

IO
T
Se
rv
ic
es

•
So

ft
w
ar
e
up

gr
ad
es

vi
a
fo
g
no

de
s
or

th
e

fr
eq
ue
nt

jo
in
-l
ea
ve

be
ha
vi
or

of
ne
tw
or
k

ob
je
ct
s,
w
ill

ca
us
e
ch
an
ge
s
to

in
te
rn
al

pr
op

er
tie
s
an
d
pe
rf
or
m
an
ce
,
w
hi
ch

in
tu
rn

ca
n
ch
an
ge

th
e
ov

er
al
l
w
or
kfl

ow
ex
ec
ut
io
n
pa
tte
rn

•
So

ft
w
ar
e
an
d
ha
rd
w
ar
e
ag
in
g
is
a
co
nc
er
n

w
ith

ha
nd

-h
el
d
de
vi
ce
s
be
ca
us
e
th
at

to
o

w
ill

ch
an
ge

w
or
kfl

ow
be
ha
vi
or

an
d

de
vi
ce

pr
op

er
tie
s

•
C
ha
ng

es
in

ap
pl
ic
at
io
n
pe
rf
or
m
an
ce

ar
e

du
e
to

th
ei
r
tr
an
si
en
t
an
d/
or

sh
or
t-
liv

ed
be
ha
vi
or

w
ith

in
th
e
sy
st
em

•
T
he
re

is
a
ne
ed

fo
r
au
to
m
at
ic

an
d

in
te
lli
ge
nt

re
co
nfi

gu
ra
tio

n
of

th
e

to
po

lo
gi
ca
l
st
ru
ct
ur
e
an
d
as
si
gn

ed
re
so
ur
ce
s
w
ith

in
th
e
w
or
kfl

ow
,a

nd
im

po
rt
an
tly

,
th
at

of
fo
g
no

de
s

10
W
en

et
al
.

(2
01

7)
[1
2]

Fa
ul
t
D
ia
gn

os
is

an
d
T
ol
er
an
ce

IO
T
Se
rv
ic
es

•
Sc
al
in
g
a
fo
g
sy
st
em

in
cr
ea
se
s
th
e

pr
ob

ab
ili
ty

of
fa
ilu

re
•
C
er
ta
in

so
ft
w
ar
e
bu

gs
or

ha
rd
w
ar
e
fa
ul
ts

th
at

m
ay

be
ha
rm

le
ss

at
sm

al
le
r
sc
al
e
or

in
te
st
in
g
en
vi
ro
nm

en
ts
,
su
ch

as
st
ra
gg

le
rs
,
ca
n
be

de
va
st
at
in
g
on

sy
st
em

pe
rf
or
m
an
ce

an
d
re
lia
bi
lit
y

•
D
iff
er
en
tf
au
lt
co
m
bi
na
tio

ns
m
ay

oc
cu
r
at

th
e
sc
al
e,

he
te
ro
ge
ne
ity

,
an
d
co
m
pl
ex
ity

•
D
ev
el
op

er
s
sh
ou

ld
in
co
rp
or
at
e
re
du

nd
an
t

re
pl
ic
at
io
ns

an
d
us
er
-t
ra
ns
pa
re
nt
,

fa
ul
t-
to
le
ra
nt

de
pl
oy

m
en
t
an
d
ex
ec
ut
io
n

te
ch
ni
qu

es
in

or
ch
es
tr
at
io
n
de
si
gn

11
X
ia
o
et

al
.

(2
01

7)
[1
3]

W
ir
el
es
s

N
et
w
or
ki
ng

(V
eh
ic
ul
ar

Fo
g

C
om

pu
tin

g)

V
eh
ic
le
s

•
B
ec
au
se

of
ch
an
ge
s
to

th
e
co
nn

ec
tiv

ity
of

ve
hi
cl
es

an
d
fr
eq
ue
nt

ch
an
ge
s
in

th
e

ne
tw
or
k
to
po

lo
gy

,
th
e
re
lia
bi
lit
y
of

ve
hi
cl
e
ne
tw
or
ki
ng

st
ill

ca
us
es

pr
ob

le
m
s,

•
In

ve
hi
cu
la
r
fo
g
co
m
pu

tin
g
sc
en
ar
io
s

w
he
re

D
2D

an
d
W
L
A
N
-b
as
ed

ap
pr
oa
ch
es

co
-e
xi
st
,
ca
n
be

us
ed
.T

he
co
-s
ch
ed
ul
in
g
m
us
t
ta
ke

in
to

ac
co
un

t
th
e

(c
on

tin
ue
d)

Review: Security and Privacy Issues of Fog Computing … 147



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

al
th
ou

gh
a
re
ce
nt

fi
el
d
te
st
sh
ow

ed
th
at

80
2.
11

p
pe
rf
or
m
s
re
lia
bl
y
m
os
t
of

th
e

tim
e

•
T
he

ex
is
tin

g
pe
rf
or
m
an
ce

an
al
ys
is
of

D
2D

-b
as
ed

ve
hi
cu
la
r
ne
tw
or
ki
ng

is
ba
se
d
on

si
m
ul
at
io
n

•
A
ls
o,

th
er
e
ar
e
co
nc
er
ns

th
at

th
e
ce
llu

la
r

ne
tw
or
ks

m
ay

no
t
fu
lly

co
ve
r
al
l
th
e

ur
ba
n
an
d
su
bu

rb
an

ar
ea
s
an
d
th
e

ba
nd

w
id
th

re
so
ur
ce
s
of

ce
llu

la
r
ne
tw
or
ks

ar
e
lim

ite
d

pe
rf
or
m
an
ce

re
qu

ir
em

en
ts
(i
.e
.

ba
nd

w
id
th
,
la
te
nc
y)

an
d
th
e
av
ai
la
bl
e

ca
pa
ci
ty
.
C
o-
sc
he
du

lin
g
m
ec
ha
ni
sm

s
ha
ve

st
ill

no
t
ga
in
ed

su
ffi
ci
en
t
at
te
nt
io
n

12
X
ia
o
et

al
.

(2
01

7)
[1
3]

A
pp

lic
at
io
n

Pr
ov

is
io
ni
ng

(V
eh
ic
ul
ar

Fo
g

C
om

pu
tin

g)

V
eh
ic
le
s

•
V
eh
ic
ul
ar

an
d
la
te
nc
y-
se
ns
iti
ve

m
ob

ile
ap
pl
ic
at
io
ns

ca
n
be

de
pl
oy

ed
on

ce
nt
ra
l

cl
ou

d,
ce
llu

la
r
fo
g
no

de
s
an
d/
or

ve
hi
cu
la
r

fo
g
no

de
s

•
Ph

am
et

al
.[
14
]
di
sc
us
se
d
ta
sk

sc
he
du

lin
g
be
tw
ee
n
re
nt
ed

cl
ou

d
no

de
s

an
d
ow

ne
d
fo
g
no

de
s,
an
d
pr
op

os
ed

a
he
ur
is
tic
-b
as
ed

al
go

ri
th
m

as
a
w
ay

of
ba
la
nc
in
g
be
tw
ee
n
th
e
m
ak
e-
sp
an

an
d
th
e

m
on

et
ar
y
co
st
of

cl
ou

d
re
so
ur
ce
s

•
M
ob

ili
ty

of
fo
g
no

de
s
po

se
ne
w

ch
al
le
ng

es
su
ch

as
th
os
e
ar
is
in
g
fr
om

th
e

si
m
ul
ta
ne
ou

s
m
ob

ili
ty

of
bo

th
ve
hi
cu
la
r

fo
g
no

de
s
an
d
th
ei
r
da
ta

so
ur
ce
s
an
d

us
er
s.
A
no

th
er

ar
is
es

fr
om

th
e
co
m
pl
ex
ity

of
co
or
di
na
tin

g
th
e
sc
he
du

lin
g
of

co
m
pu

tin
g
an
d
co
m
m
un

ic
at
io
ns

re
so
ur
ce
s

•
H
ua
ng

et
al
.
[1
5]

pr
op

os
ed

an
ad
ap
tiv

e
co
nt
en
t
re
se
rv
at
io
n
sc
he
m
e
to

re
se
rv
es

th
e
re
so
ur
ce
s
on

cl
ou

d
an
d
fo
g
no

de
s
fo
r

re
al
-t
im

e
st
re
am

in
g
to

m
ob

ile
de
vi
ce
s.

T
hi
s
ta
ke
s
ac
co
un

t
of

th
e
m
ob

ili
ty

of
m
ob

ile
de
vi
ce
s

•
L
in

et
al
.
[1
6]

id
ea

w
as

to
de
ve
lo
p
a

C
lo
ud

-f
og

th
at

ut
ili
ze
s
th
e
id
le

m
ac
hi
ne
s

of
ga
m
e
pl
ay
er
s.
It
de
pe
nd

s
on

th
e

or
ga
ni
za
tio

n
of

fo
g
no

de
s
fo
r
re
nd

er
in
g

ga
m
e
vi
de
os

an
d
st
re
am

in
g
th
em

to
ne
ar
by

pl
ay
er
s

(c
on

tin
ue
d)

148 B. N. B. Ekanayake et al.



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

13
X
ia
o
et

al
.

(2
01

7)
[1
3]

Se
cu
ri
ty

an
d

Pr
iv
ac
y

V
eh
ic
le
s

•
A
no

th
er

av
en
ue

of
se
cu
ri
ty

an
d
pr
iv
ac
y

ch
al
le
ng

e
in
vo

lv
es

th
e
m
ob

ili
ty

of
fo
g

no
de
s
an
d
th
e
dy

na
m
ic
ve
hi
cu
la
rn

et
w
or
k

to
po

lo
gy

•
T
he

di
st
ri
bu

te
d
ve
hi
cu
la
r
fo
g
no

de
s
se
rv
e

as
ga
te
w
ay
s
to

th
e
hy

br
id

cl
ou

d
co
ns
is
tin

g
of

fo
g
no

de
s
an
d
ce
nt
ra
l
cl
ou

d
•
A

ha
ck
er

w
ho

ge
ts
ac
ce
ss

to
an
y
of

th
e

fo
g
no

de
s,
ca
n
se
nd

m
al
ic
io
us

m
es
sa
ge
s

an
d
ill
eg
iti
m
at
e
co
m
m
an
ds

th
at

ca
n

se
ri
ou

sl
y
ha
rm

th
e
re
lia
bi
lit
y
of

th
e

ne
tw
or
k
se
rv
ic
es

•
A
tta
ck
er
s
ca
n
al
so

du
pl
ic
at
e
th
e
pe
rs
on

al
da
ta

of
th
e
cl
ie
nt
s
by

ha
ck
in
g
in
to

th
e

ve
hi
cu
la
rf
og

no
de
s,
se
ri
ou

sl
y
th
re
at
en
in
g

th
e
cl
ie
nt
s’

pr
iv
ac
y

•
A
s
a
w
ay

of
pr
ot
ec
tin

g
ag
ai
ns
t
m
al
ic
io
us

at
ta
ck
s,
M
tib

aa
et

al
.
[1
7]

im
pl
em

en
te
d

H
on

ey
B
ot
s
to

de
te
ct

an
d
tr
ac
k
th
e

ac
tiv

iti
es

of
m
al
ic
io
us

co
m
m
un

ic
at
io
ns

in
D
2D

ne
tw
or
k.

Pu
bl
ic

ke
y
in
fr
as
tr
uc
tu
re

[1
8]

an
d
D
iffi

e-
H
el
lm

an
ke
y
ex
ch
an
ge

[1
9]

ha
ve

be
en

el
ab
or
at
ed

to
en
ha
nc
e
th
e

se
cu
ri
ty

of
au
th
en
tic
at
io
n
in

sm
ar
t
gr
id

ne
tw
or
ks

•
H
ow

ev
er
,
th
e
hi
gh

ex
pa
ns
io
n
ra
te

of
th
e

ve
hi
cl
e
fo
g
pl
at
fo
rm

m
ay

co
nt
in
ue

to
ca
us
e
m
or
e
se
cu
ri
ty

pr
ob

le
m
s
in

th
e

fu
tu
re

•
M
or
e
ef
fe
ct
iv
e
en
cr
yp

tio
n
m
et
ho

ds
an
d

po
w
er
fu
l
m
id
dl
e-
w
ar
e
ne
ed

to
be

de
ve
lo
pe
d
fo
r
se
cu
ri
ty
-w

ar
e
of

fo
g

co
m
pu

tin
g
to

ad
dr
es
s
su
ch

ch
al
le
ng

es
14

N
ir
an
ja
na
m
ur
th
y

et
al
.
(2
01

6)
[2
0]

C
om

pu
te
/

St
or
ag
e

lim
ita
tio

n

W
ir
el
es
s
ac
ce
ss

po
in
ts

•
T
he
re

ar
e
at
te
m
pt
s
cu
rr
en
tly

to
ex
pa
nd

st
or
ag
e
ca
pa
bi
lit
ie
s
w
ith

de
vi
ce
s
th
at

ar
e

sm
al
le
r,
ha
ve

be
tte
re

ne
rg
y-
ef
fi
ci
en
cy

an
d

po
w
er

•
Fo

r
ex
am

pl
e,

a
pr
es
en
t
da
y
ph

on
e
ha
s

m
or
e
po

w
er

th
an

m
an
y
of

th
e
de
sk
to
ps

us
ed

15
ye
ar
s
ag
o

•
Fo

r
no

n-
co
ns
um

er
de
vi
ce
s
m
or
e
an
d

m
or
e
im

pr
ov

em
en
ts
ar
e
be
in
g
m
ad
e

(c
on

tin
ue
d)

Review: Security and Privacy Issues of Fog Computing … 149



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

15
N
ir
an
ja
na
m
ur
th
y

et
al
.
(2
01

6)
[2
0]

M
an
ag
em

en
t

W
ir
el
es
s
ac
ce
ss

po
in
ts

Sm
ar
t
tr
af
fi
c

lig
ht
s

•
Io
T
/u
bi
qu

ito
us

co
m
pu

tin
g
no

de
s
an
d

ap
pl
ic
at
io
ns

ru
nn

in
g
on

to
p
m
us
t
be

pu
t

in
pl
ac
e
an
d
co
nfi

gu
re
d
to

op
er
at
e
as

re
qu

ir
ed
,t
o
se
t
up

co
m
m
un

ic
at
io
n
ro
ut
es

ac
ro
ss

en
d
no

de
s

•
FO

G
be

de
pe
nd

en
t
m
uc
h
on

di
st
ri
bu

te
d

(s
ca
la
bl
e)

m
an
ag
em

en
t
m
ec
ha
ni
sm

s
•
Po

ss
ib
ly

th
er
e
ar
e
bi
lli
on

s
of

sm
al
l

de
vi
ce
s
th
at

ne
ed

su
ch

co
nfi

gu
ra
tio

n
•
A
s
fo
g
an
d
as
ym

pt
ot
ic

de
cl
ar
at
iv
e

co
nfi

gu
ra
tio

n
te
ch
ni
qu

es
be
co
m
e
m
or
e

co
m
m
on

,
it
is
un

lik
el
y
th
at

th
er
e
w
ill

be
co
m
pl
et
e
co
nt
ro
l
ac
hi
ev
ed

of
th
e
w
ho

le
•
T
he
y
ar
e
to

be
ex
am

in
ed

at
th
is

un
pa
ra
lle
le
d
sc
al
e

16
N
ir
an
ja
na
m
ur
th
y

et
al
.
(2
01

6)
[2
0]

St
an
da
rd
iz
at
io
n

W
ir
el
es
s
ac
ce
ss

po
in
ts

Sm
ar
t
tr
af
fi
c

lig
ht
s

Sm
ar
t
ci
tie
s

•
Pr
es
en
tly

,
th
er
e
ar
e
no

st
an
da
rd
iz
ed

m
ec
ha
ni
sm

s
•
T
he

av
ai
la
bi
lit
y
of

th
e
di
ffe

re
nt

m
em

be
rs

of
th
e
ne
tw
or
k
(t
er
m
in
al
,
ed
ge

po
in
t…

)
co
ul
d
be

an
no

un
ce
d,

so
th
at

ot
he
rs

ca
n

se
nd

th
ei
r
so
ft
w
ar
e
to

be
ru
n

17
N
ir
an
ja
na
m
ur
th
y

et
al
.
(2
01

6)
[2
0]

A
cc
ou

nt
ab
ili
ty
/

M
on

et
iz
at
io
n

W
ir
el
es
s
ac
ce
ss

po
in
ts

Sm
ar
t
tr
af
fi
c

lig
ht
s

•
T
he

fa
ci
lit
y
fo
r
us
er
s
to

sh
ar
e
th
ei
r
sp
ar
e

re
so
ur
ce
s
to

ho
st
ap
pl
ic
at
io
ns

w
ill

he
lp

in
th
e
de
ve
lo
pm

en
to

f
ne
w

bu
si
ne
ss

m
od

el
s

ar
ou

nd
th
e
fo
g
co
nc
ep
t

•
It
ne
ed
s
th
e
cr
ea
tio

n
of

an
in
ce
nt
iv
e

sc
he
m
e

•
In
du

ce
m
en
ts
ca
n
be

fi
na
nc
ia
l
(e
.g
.

un
lim

ite
d
fr
ee

da
ta

ra
te
s)

(c
on

tin
ue
d)

150 B. N. B. Ekanayake et al.



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

•
It
is
di
ffi
cu
lt
to

re
gu

la
te

if
a
gi
ve
n
de
vi
ce

is
ho

st
in
g
a
se
ct
io
n
(d
ro
pl
et
)
or

no
t
at

a
gi
ve
n
tim

e,
in

th
e
ab
se
nc
e
of

a
ce
nt
ra
l

co
nt
ro
lli
ng

en
tit
y
in

th
e
fo
g

18
N
ir
an
ja
na
m
ur
th
y

et
al
.
(2
01

6)
[2
0]

D
is
co
ve
ry
/S
yn

c
W
ir
el
es
s
ac
ce
ss

po
in
ts

Sm
ar
t
tr
af
fi
c

lig
ht
s

•
Fo

r
ap
pl
ic
at
io
ns

us
in
g
de
vi
ce
s
w
ill

ne
ed

ag
re
ed
,c

en
tr
al

po
in
t(
e.
g.

if
th
er
e
ar
e
to
o

fe
w

pe
er
s
in

th
e
st
or
ag
e
ap
pl
ic
at
io
n
to

es
ta
bl
is
h
an

up
st
re
am

‖
ba
ck
up

)
19

K
ha
lid

(2
01

6)
[2
1]

N
et
w
or
k

fo
rt
ifi
ca
tio

n
Sm

ar
t
ho

m
e/

ci
tie
s

Sm
ar
t
m
et
er
s

co
nn

ec
te
d

ve
hi
cl
es

G
en
er
ou

s
sc
al
e

re
m
ot
e
se
ns
or

ne
tw
or
ks

•
B
ec
au
se

of
th
e
ex
te
ns
iv
e
us
e
of

w
ir
el
es
s

ne
tw
or
ki
ng

in
fo
g
co
m
pu

tin
g,

re
m
ot
e

fr
am

ew
or
k
or

w
ir
el
es
s
ne
tw
or
k
se
cu
ri
ty

is
a
m
aj
or

co
nc
er
n
in

fo
g
co
m
pu

tin
g

•
T
he

ex
am

in
at
io
n
ra
ng

e
of

w
ir
el
es
s

ne
tw
or
ks

ca
n
be

su
bj
ec
te
d
to

at
ta
ck
s
su
ch

as
ja
m
m
in
g
an
d
sn
iffi

ng
•
Fo

g
no

de
s
ar
e
lo
ca
te
d
at

th
e
ed
ge

of
In
te
rn
et
,
w
hi
ch

ce
rt
ai
nl
y
pa
ss
es

on
an

ov
er
po

w
er
in
g
lo
ad

to
th
e
ne
tw
or
k

m
an
ag
em

en
t

•
A
s
cl
ou

d
se
rv
er
s
ar
e
sc
at
te
re
d
al
lt
hr
ou

gh
th
e
fr
am

ew
or
k/
ne
tw
or
k
ed
ge
,t
he
re

is
a

hi
gh

co
st
as
so
ci
at
ed

w
ith

th
ei
r

m
ai
nt
en
an
ce

•
T
he

co
nt
ro
lo

f
so
ft
w
ar
e
de
fi
ne
d
ne
tw
or
ks

ca
n
en
ha
nc
e
th
e
ex
ec
ut
io
n
an
d

m
an
ag
em

en
t

•
T
ec
hn

iq
ue
s
to

in
tr
od

uc
e
ad
ap
ta
bi
lit
y
of

ne
tw
or
k
an
d
le
ss
en
in
g
ex
pe
ns
es
,

ap
pl
ic
ab
le

to
fo
g
co
m
pu

tin
g

•
A
pp

lic
at
io
n
of

SD
N

te
ch
ni
qu

e
in

fo
g

co
m
pu

tin
g
w
ill

of
fe
r
fo
g
co
m
pu

tin
g

se
cu
ri
ty

no
ve
l
ca
pa
bi
lit
ie
s
an
d
pr
os
pe
ct
s

20
K
ha
lid

(2
01

6)
[2
1]

A
cc
es
s
C
on

tr
ol

Sm
ar
t
ho

m
e/

ci
tie
s

Sm
ar
t
m
et
er
s

co
nn

ec
te
d

ve
hi
cl
es

•
St
an
da
rd

ac
ce
ss

co
nt
ro
l
is
or
di
na
ri
ly

ha
nd

le
d
in

th
e
sa
m
e
tr
us
t
re
gi
on

•
Fo

r
ou

t-
so
ur
ce
d
da
ta
in

cl
ou

d
co
m
pu

tin
g,

th
e
ac
ce
ss

co
nt
ro
l
is
,
in

ge
ne
ra
l,

cr
yp

to
gr
ap
hi
ca
lly

re
al
iz
ed

•
So

m
e
op

en
-k
ey

ba
se
d
ap
pr
oa
ch
es

fo
r

ac
tio

n
ar
e
pr
op

os
ed

as
an

ef
fo
rt
to

fu
lfi
ll

fi
ne
-g
ra
in
ed

ac
ce
ss

co
nt
ro
l

•
O
th
er

au
th
or
s
[2
2]

(e
.g
.:
[2
3]
)
a

fi
ne
-g
ra
in
ed

da
ta

ac
ce
ss

co
nt
ro
l (c
on

tin
ue
d)

Review: Security and Privacy Issues of Fog Computing … 151



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

G
en
er
ou

s
sc
al
e

re
m
ot
e
se
ns
or

ne
tw
or
ks

•
Sy

m
m
et
ri
c
ke
y
ba
se
d
co
ur
se

of
ac
tio

n
is

no
t
ve
rs
at
ile

in
ke
y
m
an
ag
em

en
t

pr
ep
ar
at
io
n
ge
ne
ra
te
d
on

at
tr
ib
ut
e-
ba
se
d

en
cr
yp

tio
n
(A

B
E
)

•
Fu

rt
he
rm

or
e,

to
su
pp

or
t
se
cu
re

jo
in
t

ex
er
tio

n
an
d
in
te
ro
pe
ra
bi
lit
y
am

on
g

va
ri
ou

s
re
so
ur
ce
s
[2
3]
,D

so
uz
a
et
al
.[
22

]
pr
op

os
ed

a
po

lic
y-
ba
se
d
re
so
ur
ce

ac
ce
ss

co
nt
ro
l
in

fo
g
co
m
pu

tin
g

21
K
um

ar
et

al
.

(2
01

6)
[2
4]

N
et
w
or
k

Se
cu
ri
ty

Sm
ar
t
m
et
er
in
g

sy
st
em

Sm
ar
t
w
ea
ra
bl
e

de
vi
ce
s

Sm
ar
t
ci
tie
s

•
Fo

g
co
m
pu

tin
g
is
af
fe
ct
ed

by
at
ta
ck
s
lik

e
sn
iff
er
,
sp
oo

fi
ng

,j
am

m
in
g
et
c.

•
U
su
al
ly

su
ch

at
ta
ck
s
ar
e
ta
rg
et
ed

be
tw
ee
n

th
e
fo
g
no

de
an
d
th
e
ce
nt
ra
liz
ed

sy
st
em

•
Fo

g
no

de
s
ar
e
at
th
e
ed
ge

of
th
e
ne
tw
or
k.

T
he
re
fo
re
,
it
in
cr
ea
se
s
th
e
bu

rd
en

fo
r
th
e

ne
tw
or
k
m
an
ag
er

•
SD

N
(S
of
tw
ar
e
D
efi
ne
d
N
et
w
or
ki
ng

)
ca
n

be
us
ed

as
an

ap
pr
oa
ch

fo
r
ne
tw
or
k

m
an
ag
er
s
to

w
or
k
at

th
e
lo
w

le
ve
l
of

ab
st
ra
ct
io
n
fo
r
ne
tw
or
k
se
rv
ic
es

•
It
ca
n
he
lp

in
m
an
ag
em

en
t,
in
cr
ea
se

sc
al
ab
ili
ty

of
ne
tw
or
k
as

w
el
l
as

re
du

ce
co
st
s
of

fo
g
co
m
pu

tin
g

•
T
o
w
at
ch

th
e
tr
af
fi
c,
w
e
ca
n
us
e
In
tr
us
io
n

D
et
ec
tio

n
Sy

st
em

an
d
N
et
w
or
k

M
on

ito
ri
ng

.
T
o
pr
ev
en
t
at
ta
ck

Pr
io
ri
tiz
at
io
n
sy
st
em

an
d
T
ra
ffi
c
Is
ol
at
io
n

ca
n
be

us
ed

by
sh
ar
ed

re
so
ur
ce
s,
N
et
w
or
k

re
so
ur
ce

ac
ce
ss

co
nt
ro
l
sy
st
em

he
lp
s
to

ge
t
ac
ce
ss

co
nt
ro
l
on

SD
N

(O
pe
n

C
on

tr
ol
),
N
et
w
or
k
Sh

ar
in
g
Sy

st
em

ca
n

he
lp

th
e
fo
g
no

de
ro
ut
er

to
be

op
en

to
gu

es
ts
co
ns
id
er
in
g
th
e
se
cu
ri
ty

is
su
es

as
w
el
l

22
K
um

ar
et

al
.

(2
01

6)
[2
4]

D
at
a
Se
cu
ri
ty

Sm
ar
t
m
et
er
in
g

sy
st
em

Sm
ar
t
w
ea
ra
bl
e

de
vi
ce
s

•
It
is
di
ffi
cu
lt
to

m
ai
nt
ai
n
da
ta
In
te
gr
ity

,a
s

da
ta

m
ay

be
lo
st
or

be
m
od

ifi
ed

•
T
he

da
ta

up
lo
ad
ed

to
th
e
fo
g
no

de
ca
n

al
so

be
us
ed

by
a
th
ir
d
pa
rt
y

•
T
o
pr
ov

id
e
da
ta

ve
ri
fi
ab
ili
ty
,

co
nfi

de
nt
ia
lit
y
an
d
In
te
gr
ity

co
m
bi
na
tio

n
of

se
ar
ch
ab
le

en
cr
yp

tio
n
te
ch
ni
qu

es
an
d

ho
m
om

or
ph

ic
en
cr
yp

tio
n
ca
n
be

us
ed

(c
on

tin
ue
d)

152 B. N. B. Ekanayake et al.



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

Sm
ar
t
ci
tie
s

•
T
he
se

te
ch
ni
qu

es
w
ill

be
us
ef
ul

fo
r

en
su
ri
ng

th
at

cl
ie
nt
s
do

no
t
st
or
e
da
ta

on
un

tr
us
te
d
se
rv
er
s

23
K
um

ar
et

al
.

(2
01

6)
[2
4]

A
cc
es
s
C
on

tr
ol

Sm
ar
t
m
et
er
in
g

sy
st
em

Sm
ar
t
w
ea
ra
bl
e

de
vi
ce
s

Sm
ar
t
ci
tie
s

•
A
cc
es
s
co
nt
ro
l
is
si
gn

ifi
ca
nt

as
a
to
ol

to
pr
ov

id
e
sy
st
em

’s
se
cu
ri
ty

an
d
en
su
re

us
er

pr
iv
ac
y.

U
su
al
ly

ac
ce
ss

co
nt
ro
li
s
la
be
le
d

to
th
e
sa
m
e
do

m
ai
n,

bu
t
be
tte
r
to

im
pl
em

en
t
cr
yp

to
gr
ap
hi
ca
lly

,
be
ca
us
e
of

th
e
di
st
ri
bu

tiv
e
na
tu
re

of
cl
ou

d
co
m
pu

tin
g

•
M
an
y
so
lu
tio

ns
ha
ve

be
en

pr
op

os
ed

fo
r

th
es
e
pr
ob

le
m
s

•
O
ne

of
th
em

by
Y
u
et

al
.
re
co
m
m
en
ds

th
at

th
e
ac
ce
ss

co
nt
ro
l
is
ba
se
d
on

A
ttr
ib
ut
e-
ba
se
d
en
cr
yp

tio
n
(A

B
E
)

•
O
th
er
s
pr
op

os
ed

so
lu
tio

ns
ar
e

th
eo
ry
-b
as
ed

w
ith

su
gg

es
tio

ns
fo
r
po

lic
y

ba
se
d
ac
ce
ss

co
nt
ro
l
m
ec
ha
ni
sm

is
ap
pl
ie
d
to

ha
nd

le
th
e
he
te
ro
ge
ne
ou

s
na
tu
re

of
fo
g
co
m
pu

tin
g

24
Pe
ta
c
et

al
.

(2
01

6)
[2
5]

Se
cu
ri
ty

R
ou

te
rs

Sw
itc
he
s

IP
ba
se
d
vi
de
o

ca
m
er
as

•
Se
cu
ri
ty

of
st
or
ed

da
ta
is
on

e
of

th
e
m
aj
or

co
nc
er
ns

in
th
e
fo
g
co
m
pu

tin
g
se
cu
ri
ty

ar
ea

•
A
ll
da
ta
,
in

th
is
en
vi
ro
nm

en
t,
is
st
or
ed

w
ith

in
a
th
ir
d
pa
rt
y

•
T
hi
s
m
ak
es

th
e
im

pl
em

en
ta
tio

n
of

tr
ad
iti
on

al
se
cu
ri
ty

so
lu
tio

ns
A

m
or
e
di
ffi
cu
lt
pr
op

os
iti
on

•
T
he

us
e
of

cr
yp

to
gr
ap
hi
c
m
et
ho

ds
fo
r

da
ta
st
or
ag
e,
al
th
ou

gh
is
be
tte
ri
n
te
rm

s
of

se
cu
ri
ty
,
cr
ea
te
s
pr
ob

le
m
s
fo
r
th
e
us
er
s,

be
ca
us
e
th
e
la
tte
r
w
ill

no
t
ha
ve

an
y

co
nt
ro
l
ov

er
th
ei
r
ow

n
da
ta
.

•
Pr
op

os
ed
,
A
da
pt
iv
e
Fo

g
C
om

pu
tin

g
N
od

e
Se
cu
ri
ty

Pr
ofi

le
(A

FC
N
SP

)
ba
se
d

on
se
cu
ri
ty

L
in
ux

so
lu
tio

ns
•
In

th
e
ca
se

of
fo
g
no

de
s,
th
e
de
ci
si
on

ab
ou

t
w
ha
t
ki
nd

of
se
cu
ri
ty

is
ne
ce
ss
ar
y

is
im

po
rt
an
t.
W
ith

ou
ta
ut
ho

ri
za
tio

n,
a
fo
g

no
de

ap
pl
ic
at
io
n
ca
nn

ot
ac
ce
ss

th
e

se
rv
ic
es
,
th
e
da
ta

an
d
th
e
ne
tw
or
k
of

ot
he
r
ap
pl
ic
at
io
n

•
Si
m
pl
ifi
ed

M
an
da
to
ry

A
cc
es
s
C
on

tr
ol

K
er
ne
l–

,D
is
cr
et
io
na
ry

A
cc
es
s
C
on

tr
ol

–

D
A
C
,
C
yn

ar
a
an
d
ne
t
fi
lte
r
ar
e
L
in
ux

ke
rn
el
se
cu
ri
ty

m
od

ul
es

th
at
pr
ot
ec
ts
da
ta

an
d
pr
oc
es
s
in
te
ra
ct
io
ns

fr
om

m
al
ic
io
us

m
an
ip
ul
at
io
n
by

us
in
g
a
se
t
of

cu
st
om

m
an
da
to
ry

ac
ce
ss

co
nt
ro
l
ru
le
s (c
on

tin
ue
d)

Review: Security and Privacy Issues of Fog Computing … 153



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

25
W
an
g
et

al
.

(2
01

5)
[2
6]

G
eo
gr
ap
hi
ca
l

di
st
ri
bu

tio
n

W
ir
el
es
s
Se
ns
or

an
d
A
ct
ua
to
r

N
et
w
or
ks

D
ec
en
tr
al
iz
ed

Sm
ar
t
B
ui
ld
in
g

C
on

tr
ol

So
ft
w
ar
e

D
efi
ne
d

N
et
w
or
ks

Io
T
an
d
C
yb

er
ph

ys
ic
al
sy
st
em

s

•
A

hu
ge

nu
m
be
r
of

no
de
s
an
d
se
ns
or
s
ar
e

ne
ed
ed

In
Fo

g
co
m
pu

tin
g
en
vi
ro
nm

en
t

•
It
he
lp
s
to

re
le
as
e
th
e
re
st
ri
ct
io
ns

of
ba
nd

w
id
th

fo
r
ad
va
nc
ed

co
m
m
un

ic
at
io
na
l
sp
ee
d
in

th
e
re
al
-t
im

e
in
te
ra
ct
io
ns

an
d
ne
tw
or
k

26
L
ee

et
al
.

(2
01

5)
[5
]

D
at
a
Pr
ot
ec
tio

n
In
te
rn
et

of
th
in
gs

de
vi
ce
s

Sm
ar
t
w
at
ch
es

•
M
es
sa
ge
s
w
hi
ch

ar
e
cr
ea
te
d
fr
om

Io
T

de
vi
ce
s
w
er
e
se
nt

to
th
e
cl
os
es
tf
og

no
de
s

•
T
o
m
an
ag
e
m
an
y
da
ta
on

Io
T
de
vi
ce
s
ar
e

ch
al
le
ng

in
g

•
T
o
ha
nd

le
th
e
da
ta
,
it
is
se
pa
ra
te
d
in
to

fe
w

pa
rt
s
as

w
el
l
as

se
nt

to
nu

m
er
ou

s
of

fo
g
no

de
s

•
W
ith

ou
t
re
ve
al
in
g
th
e
su
bs
ta
nc
es

of
da
ta

sh
ou

ld
be

an
al
yz
ed

•
T
he

re
lia
bi
lit
y
of

da
ta

m
us
t
be

as
su
re
d,

w
hi
le

it’
s
be
en

di
st
ri
bu

te
d

•
Pr
oc
es
se
d
da
ta

is
co
m
po

un
d

•
It
is
ch
al
le
ng

in
g
to

de
cr
yp

t
or

en
cr
yp

t
da
ta

on
Io
T
de
vi
ce

as
th
er
e
ar
e

in
ad
eq
ua
te

re
so
ur
ce
s

27
L
ee

et
al
.

(2
01

5)
[5
]

D
at
a

M
an
ag
em

en
t

In
te
rn
et

of
th
in
gs

de
vi
ce
s

Sm
ar
t
w
at
ch
es

•
T
o
m
ak
e
it
ch
al
le
ng

e
to

fi
nd

da
ta
’s

lo
ca
tio

n,
th
e
fo
g
no

de
s
ar
e
ge
og

ra
ph

ic
al
ly

al
lo
ca
te
d

(c
on

tin
ue
d)

154 B. N. B. Ekanayake et al.



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

•
In

th
e
ot
he
r
ar
ea
s
al
so
,
th
e
us
er
s
re
qu

ir
e

eq
ua
l
se
rv
ic
es

•
It
is
ve
ry

ch
al
le
ng

in
g
to

fi
nd

ou
tw

he
th
er

th
e
no

de
de
liv

er
s
th
e
eq
ua
l
se
rv
ic
e

•
B
y
ha
vi
ng

re
pl
ic
at
ed

fi
le
s,
it
w
ill

ca
us
e
a

w
as
te

of
re
so
ur
ce
s

•
R
es
ul
t
fr
om

a
w
ro
ng

ap
pr
oa
ch

by
a

m
is
ch
ie
vo

us
us
er

fo
g
no

de
s
go

t
di
st
ri
bu

te
d
on

se
cu
ri
ty

is
su
es

of
pe
rs
on

al
in
fo
rm

at
io
n

28
Y
ue

Sh
i
et

al
.

(2
01

5)
[2
7]

A
tta
ck

D
et
ec
tio

n
M
ob

ile
de
vi
ce
s

W
i-
Fi

ac
ce
ss

po
in
ts

•
Fo

g
co
m
pu

tin
g
pr
ov

id
es

ne
w

op
po

rt
un

iti
es

to
de
te
ct

un
us
ua
l
be
ha
vi
or

or
to

id
en
tif
y
m
al
ic
io
us

at
ta
ck
s

•
A

de
te
ct
io
n
sy
st
em

ca
n
be

si
gn

at
ur
e-

or
an
om

al
y-
ba
se
d

•
A

ne
w
ly

de
te
ct
ed

pa
tte
rn

ca
n
be

ch
ec
ke
d

ag
ai
ns
t
ex
is
tin

g
or

po
ss
ib
le

pa
tte
rn
s

•
C
lo
ud

le
t
m
es
h
ar
ch
ite
ct
ur
e
th
ro
ug

h
th
e

co
lla
bo

ra
tio

n
of

cl
ou

dl
et

m
em

be
rs

to
m
on

ito
r
an
d
de
te
ct

m
al
w
ar
e,

m
al
ic
io
us

at
ta
ck
s,
an
d
ot
he
r
th
re
at
s,
is
pr
op

os
ed

•
Su

ch
a
co
lla
bo

ra
tiv

e
in
tr
us
io
n-
de
te
ct
io
n

te
ch
ni
qu

e
w
ill

be
ap
pl
ic
ab
le

be
tw
ee
n
fo
g

no
de
s
to

m
on

ito
r
Io
T
en
vi
ro
nm

en
ts
an
d

th
ei
r
su
rr
ou

nd
in
gs

29
St
oj
m
en
ov

ic
et

al
.
(2
01

5)
[2
8]

Sy
st
em

se
cu
ri
ty

Sm
ar
t
gr
id
s

Sm
ar
t
tr
af
fi
c

lig
ht
s
in

ve
hi
cu
la
r

ne
tw
or
ks

So
ft
w
ar
e
de
fi
ne
d

ne
tw
or
ks

•
M
an
-i
n-
th
e-
m
id
dl
e
at
ta
ck

•
Fo

g
co
m
pu

tin
g
is
ty
pi
ca
lly

vu
ln
er
ab
le

to
th
e
m
an
-i
n-
th
e-
m
id
dl
e
at
ta
ck

•
G
at
ew

ay
s
se
rv
in
g
as

Fo
g
de
vi
ce
s
m
ay

be
al
te
re
d
or

re
pl
ac
ed

co
m
pl
et
el
y,

in
su
ch

at
ta
ck
s

•
Fo

r
an

ex
am

pl
e,

St
ar

B
ar

or
K
FC

cu
st
om

er
s
be
in
g
co
nn

ec
te
d
to

m
is
ch
ie
vo

us
ac
ce
ss

po
in
ts
w
hi
ch

pr
ov

id
e

m
is
le
ad
in
g
se
rv
ic
e
se
t
id
en
tifi

er
s
as

pu
bl
ic

le
gi
tim

at
e
on

es
.o

nc
e
th
e
at
ta
ck
er
s

•
C
om

pl
et
e
av
oi
da
nc
e
an
d
de
fe
nd

in
g

ag
ai
ns
t
m
an
-i
n-
th
e-
m
id
dl
e
at
ta
ck
s
ar
e

di
ffi
cu
lt
ta
sk
s

•
H
ow

ev
er
,
bu

ild
in
g
an

an
ti-
ta
m
pe
ri
ng

m
ec
ha
ni
sm

in
th
e
Fo

g
de
vi
ce

co
ul
d
be

do
ne

as
a
po

te
nt
ia
l
so
lu
tio

n

(c
on

tin
ue
d)

Review: Security and Privacy Issues of Fog Computing … 155



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

ta
ke

co
nt
ro
l
of

th
e
ga
te
w
ay
s,
us
er
s’

pr
iv
at
e
co
m
m
un

ic
at
io
ns

w
ill

be
st
ol
en

30
St
oj
m
en
ov

ic
et

al
.
(2
01

5)
[2
8]

A
ut
he
nt
ic
at
io
n

an
d

au
th
or
iz
at
io
n

Sm
ar
t
gr
id
s

Sm
ar
t
tr
af
fi
c

lig
ht
s
in

ve
hi
cu
la
r

ne
tw
or
ks

So
ft
w
ar
e
de
fi
ne
d

ne
tw
or
ks

•
T
he

co
nn

ec
tio

n
be
tw
ee
n
Fo

g
an
d
C
lo
ud

is
fr
ag
ile
,
an
d
as

su
ch

ca
n
be

ea
si
ly

di
sr
up

te
d.

In
su
ch

in
st
an
ce
s,

au
th
en
tic
at
io
n
of

us
er
s
co
ul
d
be

a
pr
ob

le
m

as
it
is
de
pl
oy

ed
on

th
e
C
lo
ud

se
rv
er

•
A

ne
w

m
ec
ha
ni
sm

is
in
tr
od

uc
ed

fo
r
us
er

au
th
en
tic
at
io
n
w
he
n
th
er
e
is
no

co
nn

ec
tio

n
to

th
e
C
lo
ud

se
rv
er
.
It
is

kn
ow

n
as

St
an
d-
A
lo
ne

A
ut
he
nt
ic
at
io
n

(S
A
A
)

31
Y
i
et

al
.

(2
01

5)
[2
9]

Se
cu
re

D
at
a

St
or
ag
e

W
ir
el
es
s
se
ns
or

ne
tw
or
ks

Sm
ar
t
ho

m
e/

ci
tie
s

Sm
ar
t
m
et
er
s

•
Ju
st
lik

e
in

cl
ou

d
co
m
pu

tin
g
se
cu
ri
ty

th
re
at
s
ar
e
th
er
e
in

fo
g
co
m
pu

tin
g
to
o

be
ca
us
e
us
er

da
ta

is
ou

ts
ou

rc
ed

an
d

us
er
’s
co
nt
ro
lo

ve
r
da
ta
is
ha
nd

ed
ov

er
to

fo
g
no

de
•
M
ai
nt
en
an
ce

of
da
ta

in
te
gr
ity

is
a

pr
ob

le
m

be
ca
us
e
th
e
ou

ts
ou

rc
ed

da
ta
m
ay

be
lo
st
or

ch
an
ge
d

•
Fu

rt
he
rm

or
e,

th
e
da
ta

m
ay

be
vu

ln
er
ab
le

to
ab
us
e
by

un
au
th
or
iz
ed

pa
rt
ie
s
fo
r

fr
au
du

le
nt

•
A
s
a
m
ea
ns

of
co
un

te
ri
ng

su
ch

th
re
at
s,
fo
r

au
di
ta
bl
e
in
fo
rm

at
io
n
st
or
ag
e
se
rv
ic
e

th
er
e
ha
ve

be
en

pr
op

os
al
s

•
T
ec
hn

iq
ue
s
be
in
g
se
ar
ch
ab
le

en
cr
yp

tio
n

an
d
ho

m
om

or
ph

ic
en
cr
yp

tio
n
ca
n
be

us
ed

•
Pu

bl
ic

au
di
tin

g
fo
r
da
ta

st
or
ed

in
cl
ou

d,
w
hi
ch

re
lie
s
on

a
th
ir
d-
pa
rt
y
au
di
to
r

(T
PA

),
us
in
g
ra
nd

om
m
as
k
an
d
te
ch
ni
qu

e
ho

m
om

or
ph

ic
au
th
en
tic
at
or

ha
s
be
en

pr
op

os
ed

to
en
su
re

pr
iv
ac
y

32
Y
i
et

al
.

(2
01

5)
[2
9]

D
at
a
Pr
iv
ac
y

W
ir
el
es
s
se
ns
or

ne
tw
or
ks

Sm
ar
t
ho

m
e/

ci
tie
s

Sm
ar
t
m
et
er
s

•
Pr
iv
ac
y-
re
gu

la
tin

g
al
go

ri
th
m
s
in

th
e
fo
g

ne
tw
or
k
ar
e
ru
n
be
tw
ee
n
th
e
fo
g
an
d

cl
ou

d,
w
hi
le

th
os
e
al
go

ri
th
m
s
at

th
e
en
d

de
vi
ce
s
ar
e
us
ua
lly

re
so
ur
ce

pr
oh

ib
ite
d

•
Se
ns
iti
ve

da
ta

ge
ne
ra
te
d
by

se
ns
or
s
an
d

en
d
de
vi
ce
s
ar
e
us
ua
lly

co
lle
ct
ed

by
fo
g

no
de
s
at

th
e
ed
ge

•
Pr
iv
ac
y-
as
su
ra
nc
e
ag
gr
eg
at
io
n
at
th
e
lo
ca
l

ga
te
w
ay
s
w
ith

ou
t
de
cr
yp

tio
n
ca
n
be

en
ha
nc
ed

by
te
ch
ni
qu

es
su
ch

as
ho

m
om

or
ph

ic
en
cr
yp

tio
n

(c
on

tin
ue
d)

156 B. N. B. Ekanayake et al.



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

33
C
hi
an
g
et

al
.

(2
01

5)
[3
0]

T
ru
st
w
or
th
in
es
s

an
d
se
cu
ri
ty

5G
,h

om
e/

pe
rs
on

al
ne
tw
or
ki
ng

In
te
rn
et

of
T
hi
ng

s

•
Fo

g
m
ay

be
us
ef
ul

in
en
ha
nc
in
g
se
cu
ri
ty

in
so
m
e
ca
se
s.
H
ow

ev
er
,t
he
re

is
al
so

th
e

po
ss
ib
ili
ty

of
ne
w

se
cu
ri
ty

ch
al
le
ng

es
,
at

tim
es

•
Si
nc
e
it
is
ra
th
er

ea
si
er

to
ha
ck

in
to

cl
ie
nt

so
ft
w
ar
e,

pe
rh
ap
s
co
ns
id
er
at
io
n
of

se
cu
ri
ty

at
ha
rd
w
ar
e
le
ve
l
on

de
vi
ce
s

co
ul
d
be

w
or
th
w
hi
le

34
Y
i
et

al
.

(2
01

5)
[8
]

Se
cu
ri
ty

an
d

Pr
iv
ac
y

H
ea
lth

D
at
a

M
an
ag
em

en
t

Sm
ar
t
H
om

e
Sm

ar
t
G
ri
d

Sm
ar
t
V
eh
ic
le

•
A
dm

itt
ed
ly
,e
ns
ur
in
g
se
cu
ri
ty

an
d
pr
iv
ac
y

is
on

e
of

th
e
bi
gg

es
t
ch
al
le
ng

es
in

ev
er
y

st
ag
e
of

fo
g
co
m
pu

tin
g
pl
at
fo
rm

de
si
gn

•
T
he
se

pr
ob

le
m
s
ca
n
be

ov
er
co
m
e
by

ap
pl
yi
ng

in
tr
us
io
n
de
te
ct
io
n
sy
st
em

,
an
d

ac
ce
ss

co
nt
ro
l
w
hi
ch

re
qu

ir
e
as
si
st
an
ce

fr
om

ev
er
y
la
ye
r
of

th
e
pl
at
fo
rm

35
Y
i
et

al
.

(2
01

5)
[8
]

N
et
w
or
k

M
an
ag
em

en
t

H
ea
lth

D
at
a

M
an
ag
em

en
t

Sm
ar
t
H
om

e
Sm

ar
t
G
ri
d

Sm
ar
t
V
eh
ic
le

•
O
ne

of
th
e
m
aj
or

is
su
es

in
fo
g
co
m
pu

tin
g

is
ne
tw
or
k
m
an
ag
em

en
t
w
hi
ch

ca
n
be

ta
ck
le
d
by

us
in
g
SD

N
an
d
N
FV

te
ch
ni
qu

es
•
H
ow

ev
er
,
th
e
in
te
gr
at
io
n
of

SD
N

an
d

N
FV

in
to

fo
g
co
m
pu

tin
g
is
no

ea
sy

ta
sk

•
T
he

ne
ed

to
re
-d
es
ig
n
th
e
no

rt
h-
bo

un
d

an
d
so
ut
h-
bo

un
d,

th
e
ea
st
-w

es
t-
bo

un
d

A
PI
s
to

in
cl
ud

e
ne
ce
ss
ar
y
fo
g
co
m
pu

tin
g

pr
im

iti
ve
s
po

se
m
an
y
ch
al
le
ng

es
36

Y
i
et

al
.

(2
01

5)
[8
]

Fi
gh

t
w
ith

L
at
en
cy

H
ea
lth

D
at
a

M
an
ag
em

en
t

Sm
ar
t
H
om

e
Sm

ar
t
G
ri
d

Sm
ar
t
V
eh
ic
le

•
Si
nc
e
fo
g
co
m
pu

tin
g
is
ai
m
in
g

de
la
y-
se
ns
iti
ve

ap
pl
ic
at
io
ns

an
d
se
rv
ic
es
,

hi
gh

in
ac
tiv

ity
w
ill

ha
ve

ne
ga
tiv

e
ef
fe
ct
s

on
us
er

sa
tis
fa
ct
io
n
an
d
ex
pe
ri
en
ce

(c
on

tin
ue
d)

Review: Security and Privacy Issues of Fog Computing … 157



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

•
M
an
y
fa
ct
or
s
w
ou

ld
in
tr
od

uc
e
hi
gh

pr
os
pe
ct
iv
e
in
to

se
rv
ic
e
or

ap
pl
ic
at
io
n

im
pl
em

en
ta
tio

n
on

fo
g
co
m
pu

tin
g

pl
at
fo
rm

s
37

Y
i
et

al
.

(2
01

5)
[3
]

Fo
g
ne
tw
or
ki
ng

W
ir
el
es
s

ne
tw
or
k

vi
rt
ua
liz
at
io
n

Pr
iv
ile
ge

tr
af
fi
c

re
se
rv
at
io
n

Fr
eq
ue
nc
y

ho
pp

in
g

co
m
m
un

ic
at
io
n

•
L
oc
at
ed

at
th
e
ed
ge

of
In
te
rn
et
,
fo
g

ne
tw
or
k
is
he
te
ro
ge
ne
ou

s.
Fo

g
ne
tw
or
k’
s

ta
sk

is
to

co
nn

ec
t
al
l
its

co
m
po

ne
nt
s.

H
ow

ev
er
,
m
an
ag
in
g
su
ch

a
ne
tw
or
k,

m
ai
nt
ai
ni
ng

co
nn

ec
tiv

ity
an
d
pr
ov

id
in
g

se
rv
ic
es
,e
sp
ec
ia
lly

in
th
e
sc
en
ar
io
s
of

th
e

In
te
rn
et
of

T
hi
ng

s
(I
oT

)
,i
s
a
ch
al
le
ng

in
g

ta
sk

•
So

ft
w
ar
e-
de
fi
ne
d
ne
tw
or
ki
ng

(S
D
N
)
an
d

ne
tw
or
k
fu
nc
tio

n
vi
rt
ua
liz
at
io
n

(N
FV

)
ar
e
tw
o
of

th
e
em

er
gi
ng

te
ch
ni
qu

es
th
at

ha
ve

be
en

pr
op

os
ed

fo
r

us
e
to

cr
ea
te

fle
xi
bl
e
an
d
ea
sy

m
ai
nt
ai
ni
ng

ne
tw
or
k
en
vi
ro
nm

en
t

38
Y
i
et

al
.

(2
01

5)
[3
]

C
on

ne
ct
iv
ity

(Q
ua
lit
y
of

Se
rv
ic
e)

ad
-h
oc

w
ir
el
es
s

se
ns
or

ne
tw
or
ks

Sm
ar
t
ph

on
es

•
O
pp

or
tu
ni
tie
s
fo
r
co
st
-c
ut
tin

g,
da
ta

tr
im

m
in
g
an
d
co
nn

ec
tiv

ity
ex
pa
ns
io
n
ar
e

pr
ov

id
ed

by
ne
tw
or
k
re
la
yi
ng

,
pa
rt
iti
on

in
g
an
d
cl
us
te
ri
ng

.
Fo

r
ex
am

pl
e,

du
e
to

th
e
co
ve
ra
ge

of
ri
ch
-r
es
ou

rc
e
fo
g

no
de
s
an

ad
-h
oc

w
ir
el
es
s
se
ns
or

ne
tw
or
k

ca
n
be

pa
rt
iti
on

ed
in
to

se
ve
ra
l
cl
us
te
rs

(c
lo
ud

le
t,
si
nk

no
de
,
po

w
er
fu
l

sm
ar
tp
ho

ne
,
et
c.
)

•
W
or
k
[3
1]

pr
op

os
es

an
on

lin
e
A
P

as
so
ci
at
io
n
st
ra
te
gy

th
at

no
t
on

ly
ac
hi
ev
es

a
m
in
im

al
th
ro
ug

hp
ut
,
bu

t
ef
fi
ci
en
cy

in
co
m
pu

ta
tio

na
l
ov

er
he
ad
.

Si
m
ila
rl
y,

th
e
se
le
ct
io
n
of

fo
g
no

de
fr
om

en
d
us
er

w
ill

he
av
ily

im
pa
ct

th
e

pe
rf
or
m
an
ce

•
A

su
bs
et

of
fo
g
no

de
s
ca
n
be

se
le
ct
ed

as
re
la
y
no

de
s
fo
r
op

tim
iz
at
io
n
go

al
s
of

m
ax
im

al
av
ai
la
bi
lit
y
of

fo
g
se
rv
ic
es

lim
ite
d
to

a
ce
rt
ai
n
ar
ea

or
a
si
ng

le
us
er
.I
t

ca
n
al
so

in
cl
ud

e
co
ns
tr
ai
nt
s
su
ch

as
de
la
y,

th
ro
ug

hp
ut
,
co
nn

ec
tiv

ity
,
an
d

en
er
gy

co
ns
um

pt
io
n

(c
on

tin
ue
d)

158 B. N. B. Ekanayake et al.



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

39
Y
i
et

al
.

(2
01

5)
[3
]

R
el
ia
bi
lit
y

(Q
ua
lit
y
of

Se
rv
ic
e)

C
lu
st
er
in
g

co
m
pu

tin
g

G
ri
d
co
m
pu

tin
g

C
lo
ud

Se
ns
or

ne
tw
or
ks

•
Pe
ri
od

ic
al

ch
ec
k-
po

in
tin

g
to

re
su
m
e
af
te
r

fa
ilu

re
,
re
sc
he
du

lin
g
of

fa
ile
d
ta
sk
s
or

re
pl
ic
at
io
n
to

ex
pl
oi
te
xe
cu
tin

g
in

pa
ra
lle
l

ca
n
im

pr
ov

e
re
lia
bi
lit
y.

B
ut

ch
ec
k

po
in
tin

g
an
d
re
sc
he
du

lin
g
m
ay

no
t
su
it

th
e
hi
gh

ly
dy

na
m
ic

fo
g
co
m
pu

tin
g

en
vi
ro
nm

en
t
si
nc
e
th
er
e
w
ill

be
la
te
nc
y

pe
ri
od

,a
nd

ad
ap
ta
tio

n
to

ch
an
ge
s
m
ay

be
sl
ow

•
R
ep
lic
at
io
n
ap
pe
ar
s
to

be
m
or
e

pr
om

is
in
g,

bu
t
re
lie
s
on

m
ul
tip

le
fo
g

no
de
s
w
or
ki
ng

to
ge
th
er

40
Y
i
et

al
.

(2
01

5)
[3
]

C
ap
ac
ity

(Q
ua
lit
y
of

Se
rv
ic
e)

C
lo
ud

Se
ns
or

ne
tw
or
ks

•
C
ap
ac
ity

ha
s
tw
o
fo
ld
s:
ne
tw
or
k

ba
nd

w
id
th

an
d
st
or
ag
e
ca
pa
ci
ty

•
T
o
ac
hi
ev
e
hi
gh

ba
nd

w
id
th

an
d
ef
fi
ci
en
t

st
or
ag
e
ut
ili
za
tio

n,
it
is
im

po
rt
an
t
to

in
ve
st
ig
at
e
ho

w
da
ta

ar
e
pl
ac
ed

in
fo
g

ne
tw
or
k.

In
co
m
pu

ta
tio

n,
da
ta

lo
ca
lit
y
is

ve
ry

im
po

rt
an
t.
T
he
re

ar
e
si
m
ila
r
w
or
ks

in
th
e
co
nt
ex
t
of

cl
ou

d,
an
d
se
ns
or

ne
tw
or
ks

•
T
hi
s
is
an

is
su
e
th
at

ca
n
ca
us
e
pr
ob

le
m
s

in
fo
g
co
m
pu

tin
g.

Fo
r
ex
am

pl
e,

a
fo
g

no
de

m
ay

ne
ed

to
co
m
pu

te
on

da
ta
th
at
is

di
st
ri
bu

te
d
in

se
ve
ra
ln

ea
rb
y
no

de
s.
Si
nc
e

co
m
pu

ta
tio

n
re
qu

ir
es

th
e
fi
ni
sh

of
da
ta

ag
gr
eg
at
io
n,

it
ca
n
de
la
y
th
e
se
rv
ic
es

•
T
he

pr
ob

le
m

ca
n
be

so
lv
ed

by
le
ve
ra
gi
ng

us
er

m
ob

ili
ty

pa
tte
rn

an
d
se
rv
ic
e
re
qu

es
t

pa
tte
rn

to
pl
ac
e
da
ta
on

su
ita
bl
e
fo
g
no

de
s

to
ei
th
er

m
in
im

iz
e
th
e
co
st
of

op
er
at
io
n,

th
e
la
te
nc
y
or

to
m
ax
im

iz
e
th
e
th
ro
ug

hp
ut

•
Fo

g
co
m
pu

tin
g
of
fe
rs

th
e
po

ss
ib
ili
ty

of
dy

na
m
ic
da
ta
pl
ac
em

en
ta
nd

la
rg
e
ov

er
al
l

ca
pa
ci
ty
.
T
he
re
fo
re
,
it
m
ay

ne
ed

to
re
de
si
gn

se
ar
ch

en
gi
ne

w
hi
ch

ca
n
pr
oc
es
s

se
ar
ch

qu
er
y
of

co
nt
en
t
sc
at
te
re
d
in

fo
g

no
de
s

•
It
w
ou

ld
be

of
in
te
re
st
to

re
de
si
gn

ca
ch
e

on
fo
g
no

de
to

ex
pl
oi
t
te
m
po

ra
l
lo
ca
lit
y

an
d
br
oa
de
r
co
ve
ra
ge

to
sa
ve

ne
tw
or
k

ba
nd

w
id
th

an
d
re
du

ce
de
la
y,

w
hi
le

th
er
e

is
ex
is
tin

g
w
or
k
of

ca
ch
e
on

en
d
de
vi
ce

an
d
ca
ch
e
on

ed
ge

ro
ut
er

(c
on

tin
ue
d)

Review: Security and Privacy Issues of Fog Computing … 159



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

41
Y
i
et

al
.

(2
01

5)
[3
]

D
el
ay

(Q
ua
lit
y

of
Se
rv
ic
e)

St
re
am

in
g

C
om

pl
ex

ev
en
t

pr
oc
es
si
ng

•
L
at
en
cy
-s
en
si
tiv

e
ap
pl
ic
at
io
ns
,
su
ch

as
st
re
am

in
g
m
in
in
g
or

co
m
pl
ex

ev
en
t

pr
oc
es
si
ng

,a
re

ty
pi
ca
la
pp

lic
at
io
ns

w
hi
ch

ne
ed

fo
g
co
m
pu

tin
g
to

pr
ov

id
e
re
al
-t
im

e
st
re
am

pr
oc
es
si
ng

ra
th
er

th
an

ba
tc
h

pr
oc
es
si
ng

•
A
cc
or
di
ng

to
H
on

g
et
al
.a
n
op

po
rt
un

is
tic

sp
at
io
-t
em

po
ra
l
ev
en
t
pr
oc
es
si
ng

sy
st
em

ca
n
be

us
ed

to
ad
dr
es
s
th
e
la
te
nc
y
is
su
e.

T
hi
s
sy
st
em

pr
ed
ic
ts
fu
tu
re

qu
er
y
re
gi
on

fo
r
m
ov

in
g
us
er
s,
an
d
th
e
ev
en
t

pr
oc
es
si
ng

is
do

ne
ea
rl
y
to

m
ak
e

in
fo
rm

at
io
n
av
ai
la
bl
e
w
he
n
th
e
us
er

re
ac
he
s
a
di
ffe

re
nt

lo
ca
tio

n
42

Y
i
et

al
.

(2
01

5)
[3
]

In
te
rf
ac
in
g
an
d

pr
og

ra
m
m
in
g

m
od

el

D
ev
el
op

er
s

In
te
rn
et

ap
pl
ic
at
io
ns

•
T
o
ea
se

th
e
de
ve
lo
pe
rs
’
ef
fo
rt
s
to

po
rt

th
ei
r
ap
pl
ic
at
io
ns

to
fo
g
co
m
pu

tin
g

pl
at
fo
rm

,
un

ifi
ed

in
te
rf
ac
in
g
an
d

pr
og

ra
m
m
in
g
m
od

el
ar
e
ne
ed
ed

•
A
pp

lic
at
io
n-
ce
nt
ri
c
co
m
pu

tin
g
w
ill

be
a

us
ef
ul

fo
g
co
m
pu

ta
tio

n
m
od

el
.
H
er
e,

th
e

co
m
po

ne
nt
s
w
ill

al
lo
w

su
ita
bl
e

op
tim

iz
at
io
ns

an
d
ap
pl
ic
at
io
n-
aw

ar
e
fo
r

di
ff
er
en
t
ki
nd

s
of

ap
pl
ic
at
io
ns

•
It
is
ha
rd

fo
r
a
de
ve
lo
pe
r
to

pu
t
to
ge
th
er

he
te
ro
ge
ne
ou

s
re
so
ur
ce
s,
an
d
hi
er
ar
ch
ic
al

dy
na
m
ic

to
bu

ild
w
el
l-
m
at
ch
ed

ap
pl
ic
at
io
ns

on
di
ve
rs
e
pl
at
fo
rm

s

•
H
on

g
et

al
.
[3
5]

su
gg

es
t
a
hi
gh

-l
ev
el

pr
og

ra
m
m
in
g
m
od

el
fo
r
fu
tu
re

In
te
rn
et

ap
pl
ic
at
io
ns

w
ith

on
-d
em

an
d
sc
al
in
g.

T
he
y
ar
e
la
rg
e-
sc
al
e
ge
o-
sp
at
ia
lly

di
st
ri
bu

te
d
an
d
la
te
nc
y
se
ns
iti
ve

•
H
ow

ev
er
,
th
ei
r
sy
st
em

de
pe
nd

s
on

a
tr
ee
-b
as
ed

ne
tw
or
k
hi
er
ar
ch
y
w
he
re

fo
g

no
de
s
ha
ve

fi
xe
d
lo
ca
tio

ns
.
A
ls
o
ne
ed
ed

ar
e
m
or
e
ge
ne
ra
l
sc
he
m
es

fo
r
di
ve
rs
e

ne
tw
or
ks

w
ith

fo
g
no

de
s
of

dy
na
m
ic

m
ob

ili
ty

43
Y
i
et

al
.

(2
01

5)
[3
]

C
om

pu
ta
tio

n
O
ffl
oa
di
ng

M
ob

ile
de
vi
ce
s

•
D
ea
lin

g
w
ith

dy
na
m
ic
s
is
on

e
of

th
e
m
ai
n

ch
al
le
ng

es
in

of
flo

ad
in
g
in

fo
g

co
m
pu

tin
g,

T
he

dy
na
m
ic
s
ar
e
th
re
e
fo
ld

(1
)
ra
di
o/
w
ir
el
es
s
ne
tw
or
k
ac
ce
ss
,

(2
)
no

de
s
in

th
e
fo
g
ne
tw
or
k,

(3
)
re
so
ur
ce
s
in

th
e
fo
g

•
T
he

co
m
bi
ni
ng

of
fo
g
an
d
cl
ou

d
ac
tu
al
ly

w
ou

ld
gi
ve

a
th
re
e-
la
ye
ri
ng

co
ns
tr
uc
tio

n:
(c
on

tin
ue
d)

160 B. N. B. Ekanayake et al.



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

de
vi
ce
-f
og

cl
ou

d.
H
ow

ev
er
,
co
m
pu

ta
tio

n
of
flo

ad
in
g
in

su
ch

in
fr
as
tr
uc
tu
re
s
ca
n
le
ad

to
bo

th
ne
w

ch
al
le
ng

es
an
d
op

po
rt
un

iti
es

•
T
o
ch
oo

se
th
e
ty
pe

of
gr
an
ul
ar
ity

fo
r

of
flo

ad
in
g
at

di
ffe

re
nt

hi
er
ar
ch
y
of

cl
ou

d
an
d
fo
g;

ho
w

to
m
ak
e
of
flo

ad
in
g

co
nc
lu
si
on

s
to

ad
ju
st
ac
tiv

e
ch
an
ge
s
in

re
so
ur
ce
s,
fo
g
de
vi
ce
s
an
d
ne
tw
or
k,

et
c.

al
so

ho
w

to
pa
rt
iti
on

ap
pl
ic
at
io
n
to

of
flo

ad
on

cl
ou

d
an
d
fo
g
w
ith

dy
na
m
is
m

ar
e
th
e
m
aj
or

qu
es
tio

ns
44

Y
i
et

al
.

(2
01

5)
[3
]

A
cc
ou

nt
in
g,

bi
lli
ng

an
d

m
on

ito
ri
ng

C
lo
ud

se
rv
ic
e

pr
ov

id
er
s

E
nd

us
er
s

In
te
rn
et

se
rv
ic
e

pr
ov

id
er
s

•
T
he

su
cc
es
s
of

Fo
g
co
m
pu

tin
g
en
te
rp
ri
se

de
pe
nd

s
on

a
su
st
ai
na
bl
e
bu

si
ne
ss

m
od

el
Fo

llo
w
in
g
pa
rt
ie
s
ar
e
re
qu

ir
ed

in
fo
g

co
m
pu

tin
g
se
rv
ic
e:

–
C
lo
ud

se
rv
ic
e
pr
ov

id
er
s

–
E
nd

us
er
s

–
In
te
rn
et

se
rv
ic
e
pr
ov

id
er
s
or

w
ir
el
es
s

ca
rr
ie
rs

•
T
he
re
fo
re
,
th
er
e
ar
e
m
an
y
is
su
es

to
be

re
so
lv
ed

fo
r
th
e
in
tr
od

uc
tio

n
of

a
“
Pa
y-
as
-y
ou

-g
o”

sy
st
em

•
Fo

r
ex
am

pl
e,
in

bi
lli
ng

,d
ec
is
io
ns

ha
ve

to
be

m
ad
e
on

ho
w

to
se
t
th
e
pr
ic
e
fo
r

di
ffe

re
nt

re
so
ur
ce
s
an
d
ho

w
to

se
t
th
e

fr
ac
tio

n
of

th
e
pa
ym

en
t
to

go
to

di
ffe

re
nt

pa
rt
ie
s
of

fo
g

•
M
et
ho

ds
of

ac
co
un

tin
g
an
d
m
on

ito
ri
ng

th
e
fo
g
in

di
ffe

re
nt

gr
an
ul
ar
ity

ar
e

U
se
r
In
ce
nt
iv
es

•
“J
oi
n
Fo

g
co
m
pu

tin
g
w
ith

pr
iv
at
e
lo
ca
l

cl
ou

d
at

th
e
ed
ge
”
is
an

in
no

va
tiv

e
bu

si
ne
ss

m
od

el
in

th
is
fi
el
d

•
L
oc
al

pr
iv
at
e
cl
ou

ds
w
ith

co
m
pu

ta
tio

n
an
d
st
or
ag
e
ca
pa
ci
ty
.,
ca
n
be

de
pl
oy

ed
at

th
e
ed
ge

of
In
te
rn
et
,
al
th
ou

gh
pr
iv
at
e

cl
ou

d
is
ai
m
in
g
at

se
rv
ic
e
to

pr
iv
at
e

pa
rt
ie
s
on

ly
•
It
w
ill

al
so

be
po

ss
ib
le

to
le
as
e
sp
ar
e

co
m
pu

ta
tio

n
an
d
st
or
ag
e
fa
ci
lit
ie
s
to

fo
g

se
rv
ic
e
pr
ov

id
er

fo
r
a
fe
e
w
hi
ch

w
ill

al
so

he
lp

in
re
du

ci
ng

th
e
co
st
s

(c
on

tin
ue
d)

Review: Security and Privacy Issues of Fog Computing … 161



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

re
qu

ir
ed

fo
r
en
fo
rc
in
g
su
ch

pr
ic
in
g

m
od

el
s

•
A
no

th
er

in
te
re
st
in
g
fe
at
ur
e
w
ill

be
th
e

ab
ili
ty

to
do

dy
na
m
ic

do
pr
ic
in
g
in

fo
g

co
m
pu

tin
g
se
rv
ic
es

to
m
ax
im

iz
e
re
ve
nu

e
an
d
ut
ili
za
tio

n,
ju
st
si
m
ila
r
to

tr
ad
iti
on

al
in
du

st
ri
es

do
in

ai
rl
in
e
tic
ke
tin

g,
ca
r

re
nt
al

or
ho

te
l
bo

ok
in
gs

45
Y
i
et

al
.

(2
01

5)
[3
]

In
tr
us
io
n

de
te
ct
io
n

•
T
he
re

ar
e
ne
w
op

po
rt
un

iti
es

to
in
ve
st
ig
at
e

ho
w

fo
g
co
m
pu

tin
g
ca
n
he
lp

w
ith

th
e

ce
nt
ra
liz
ed

cl
ou

d
si
de

an
d
th
e
in
te
rr
up

tio
n

re
co
gn

iti
on

on
bo

th
cl
ie
nt

si
de

•
H
ow

ev
er
,
hi
gh

m
ob

ili
ty

fo
g
co
m
pu

tin
g

en
vi
ro
nm

en
t,
la
rg
e-
sc
al
e,

im
pl
em

en
tin

g
in
tr
us
io
n
de
te
ct
io
n
in

ge
o-
di
st
ri
bu

te
d

po
se

so
m
e
ch
al
le
ng

es
46

Y
i
et

al
.

(2
01

5)
[3
]

Pr
iv
ac
y

C
lo
ud

Sm
ar
t
gr
id

W
ir
el
es
s

ne
tw
or
k

O
nl
in
e
so
ci
al

ne
tw
or
k

•
In
te
rn
et

us
er
s
ar
e
an
xi
ou

s
ab
ou

t
th
e
ri
sk

of
pr
iv
ac
y
le
ak
ag
e
(d
at
a,

lo
ca
tio

n
or

us
ag
e)

•
T
he
re

ar
e
m
an
y
su
gg

es
te
d
te
ch
ni
qu

es
fo
r

pr
es
er
vi
ng

pr
iv
ac
y
fo
r
di
ffe

re
nt

sc
en
ar
io
s

su
ch

as
cl
ou

d,
sm

ar
t
gr
id
,
w
ir
el
es
s

ne
tw
or
k
an
d
on

lin
e
so
ci
al

ne
tw
or
ks

•
In

fo
g
ne
tw
or
k,

Pr
iv
ac
y-
pr
es
er
vi
ng

al
go

ri
th
m
s
ca
n
be

lo
ca
te
d
be
tw
ee
n
th
e

cl
ou

d
an
d
fo
g
si
nc
e
st
or
ag
e
an
d

co
m
pu

ta
tio

n
ar
e
ac
ce
pt
ab
le
fo
r
bo

th
si
de
s

w
hi
le

at
th
e
en
d
de
vi
ce
s
th
os
e
al
go

ri
th
m
s

ar
e
us
ua
lly

re
so
ur
ce
-p
ro
hi
bi
te
d

•
Pr
iv
ac
y-
pr
es
er
vi
ng

ag
gr
eg
at
io
n
at

th
e

lo
ca
l
ga
te
w
ay
s
w
ith

ou
t
de
cr
yp

tio
n.

ca
n

be
fa
ci
lit
at
ed

by
te
ch
ni
qu

es
lik

e
ho

m
om

or
ph

ic
en
cr
yp

tio
n.

Fo
r

ag
gr
eg
at
io
n
an
d
st
at
is
tic
al

qu
er
ie
s,

di
ffe

re
nt
ia
l
pr
iv
ac
y
ca
n
be

ap
pl
ie
d
to

en
su
re

no
n-
di
sc
lo
su
re

of
an

ar
bi
tr
ar
y

si
ng

le
en
tr
y
in

th
e
da
ta

se
t,
w
ith

ou
t

af
fe
ct
in
g
pr
iv
ac
y

(c
on

tin
ue
d)

162 B. N. B. Ekanayake et al.



T
ab

le
1

(c
on

tin
ue
d)

N
o

A
ut
ho

r
C
on

si
de
ra
tio

n
A
pp

lic
at
io
n

Se
cu
ri
ty

an
d
pr
iv
ac
y
is
su
es

T
ec
hn

iq
ue

•
D
at
a
is
pr
od

uc
ed

by
en
d
de
vi
ce
s
an
d

se
ns
or
,
fo
g
no

de
at

th
e
ed
ge

ge
ne
ra
lly

ga
th
er

da
ta

fr
om

th
er
e

47
Y
i
et

al
.

(2
01

5)
[3
]

A
cc
es
s
co
nt
ro
l

sm
ar
t
de
vi
ce
s

cl
ou

d
•
B
ec
au
se

of
its

ab
ili
ty

en
su
re

se
cu
ri
ty
,

ac
ce
ss

co
nt
ro
l
is
a
re
lia
bl
e
to
ol

on
sm

ar
t

de
vi
ce
s,
an
d
cl
ou

d
•
T
he

w
ay

to
de
si
gn

co
nt
ro
l
sp
an
ni
ng

cl
ie
nt
-f
og

-c
lo
ud

,
to

m
ee
t
th
e
go

al
s
an
d

re
so
ur
ce

co
ns
tr
ai
nt
s
at

di
ffe

re
nt

le
ve
ls
,
is

an
ot
he
r
is
su
e
in

fo
g
co
m
pu

tin
g

48
St
oj
m
en
ov

ic
(2
01

4)
[6
]

Se
cu
ri
ty

Sm
ar
t
T
ra
ffi
c

L
ig
ht
s
an
d

C
on

ne
ct
ed

V
eh
ic
le

W
ir
el
es
s
Se
ns
or

an
d
A
ct
ua
to
r

N
et
w
or
ks

Io
T
an
d

C
yb

er
-p
hy

si
ca
l

sy
st
em

s
So

ft
w
ar
e

D
efi
ne
d

N
et
w
or
ks

•
V
er
ifi
ca
tio

n
at
th
e
sm

ar
tm

et
er
s
w
hi
ch

ar
e

in
st
al
le
d
in

co
ns
um

er
’s

ho
us
e
as

w
el
l
as

nu
m
er
ou

s
le
ve
ls
of

th
e
do

or
w
ay
s

•
A
ll
th
e
sm

ar
t
ap
pl
ia
nc
es

an
d
th
e
sm

ar
t

m
et
er
s
ha
s
an

IP
ad
dr
es
s

•
A

m
is
ch
ie
vo

us
us
er

ca
n
ei
th
er

re
po

rt
in
co
rr
ec
tr
ea
di
ng

s,
in
te
rf
er
e
w
ith

th
e
ow

n
sm

ar
t
m
et
er

or
tr
ic
ky

IP
ad
dr
es
se
s

49
B
on

om
i
(2
01

2)
[3
2]

B
on

om
i
(2
01

1)
[3
3]

Pr
og

ra
m
m
ab
ili
ty

Pr
og

ra
m
m
er
s

A
dv

er
tis
in
g
fi
le
d

E
nt
er
ta
in
m
en
t

an
d
ot
he
r

ap
pl
ic
at
io
ns

•
T
he

co
nt
ro
lo

f
ap
pl
ic
at
io
n
lif
ec
yc
le
is
on

e
of

th
e
ch
al
le
ng

es
in

cl
ou

d
en
vi
ro
nm

en
ts

•
A
s
th
er
e
ar
e
m
an
y
sm

al
l
fu
nc
tio

na
l
un

its
(d
ro
pl
et
s)

di
st
ri
bu

te
d
ov

er
m
an
y
de
vi
ce
s,

th
ey

re
qu

ir
e
th
e
co
rr
ec
t
pl
ac
in
g
of

th
e

ab
st
ra
ct
io
ns

•
It
m
ay

no
tb

e
ne
ce
ss
ar
y
fo
r
pr
og

ra
m
m
er
s

to
de
al

w
ith

th
es
e
is
su
es

Review: Security and Privacy Issues of Fog Computing … 163



Table 2 Considerations and applications according to the year

Year Consideration Application

2017 Fog Infrastructure • Smart cities
• Home automation
• Data-driven industries

Heterogeneity • Universities
• Corporations
• Commonwealth organizations
• Personal households

Secure and Efficient Protocols • Smart grids
• Health care systems
• Wireless sensor networks
• Smart homes

Authentication • Smart grids
• Health care systems
• Wireless sensor networks
• Smart homes

Privacy • Mobile devices
Updating Internet of things Devices • Smart grids

• Health care systems
• Wireless sensor networks
• Smart homes

Reliability • Tablets
• Smart Phones
• Desktop PCs

Security Criticality • Sensors
• Computer chips
• Communication devices

Dynamicity • IOT Services
Fault Diagnosis and Tolerance • IOT Services
Wireless Networking (Vehicular Fog
Computing)

• Vehicles

Application Provisioning (Vehicular Fog
Computing)

• Vehicles

Security and Privacy • Vehicles
2016 Compute/Storage limitation • Wireless access points

Management • Wireless access points
• Smart traffic lights

Accountability/Monetization • Wireless access points
• Smart traffic lights

Standardization • Wireless access points
• Smart traffic lights
• Smart cities

Discovery/Sync • Wireless access points
• Smart traffic lights

Network Fortification • Smart home/cities
• Smart meters connected vehicles

(continued)
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Table 2 (continued)

Year Consideration Application

• Generous scale remote sensor
networks

Access Control • Smart home/cities
• Smart meters connected vehicles
• Generous scale remote sensor
networks

• Smart metering system
• Smart wearable devices

Network Security • Smart metering system
• Smart wearable devices
• Smart cities

Data Security • Smart metering system
• Smart wearable devices
• Smart cities

Security • Routers
• Switches
• IP based video cameras

2015 Geographical Distribution • Wireless Sensor and Actuator
Networks

• Decentralized Smart Building
Control

• Software Defined Networks
• IoT and Cyber physical systems

Data Protection • Internet of things devices
• Smart watches

Data Management • Internet of things devices
• Smart watches

Attack Detection • Mobile devices
• Wi-Fi access points

System Security • Smart grids
• Smart traffic lights in vehicular
networks

• Software defined networks
Authentication and Authorization • Smart grids

• Smart traffic lights in vehicular
networks

• Software defined networks
Secure Data Storage • Wireless sensor networks

• Smart home/cities
• Smart meters

Data Privacy • Wireless sensor networks
• Smart home/cities
• Smart meters

Trustworthiness and Security • 5G, home/personal networking
• Internet of Things

Security and Privacy • Health Data Management
(continued)
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Table 2 (continued)

Year Consideration Application

• Smart Home
• Smart Grid
• Smart Vehicle
• Cloud
• Wireless network
• Online social network

Network Management • Health Data Management
• Smart Home
• Smart Grid
• Smart Vehicle

Fight with Latency • Health Data Management
• Smart Home
• Smart Grid
• Smart Vehicle

Fog networking • Wireless network virtualization
• Privilege traffic reservation
• Frequency hopping communication

Connectivity (Quality of Service) • Ad-hoc wireless sensor networks
• Smart phones

Reliability (Quality of Service) • Clustering computing
• Grid computing
• Cloud
• Sensor networks

Capacity (Quality of Service) • Cloud
• Sensor networks

Delay (Quality of Service) • Streaming
• Complex event processing

Interfacing and Programming Model • Internet applications
• Developers

Computation Offloading • Mobile devices
Accounting, Billing and Monitoring • Internet service providers

• Cloud service providers
• End users

Access Control • Smart devices
• Cloud

2014 Security • Smart Traffic Lights and Connected
Vehicle

• Wireless Sensor and Actuator
Networks

• IoT and Cyber-physical systems
• Software Defined Networks

2011 Programmability • Programmers
• Advertising filed
• Entertainment and other applications
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As seen from the distribution of issues (Fig. 1), shows that 19% of the research is
related to network or in other words the communication between applications.
Smart homes/household’s applications are ranked second in frequency, as 11% of
the papers are related to research in frequency. Thus, most of the issues highlighted
in the papers are related to the network section, and the reason for this is because
fog computing is still in its early stages.

There are 49 issues that emerge from the publications that were reviewed. The
highlighted issues include lack of clarity on types of applications [10] and problems
of scalability and efficiency [1]. The major concern, however, is related to privacy
and security of data storage eg: [13, 17, 18, 41]. Some authors draw attention on

Table 3 Category of applications, and their description: Data from 2015 to 2017

Category Description

Smart Cities Smart cities
Networks Wireless sensor networks, Wireless access points, Wireless Sensor and

Actuator Networks, Software Defined Networks, Wireless networks,
Wireless network virtualization, Wi-Fi access points, Generous scale
remote sensor networks, 5G, home/personal networking, ad-hoc wireless
sensor networks

Grids Smart grids
Grid computing

Healthcare Healthcare systems
Health Data Management

Smart homes/
Households

Smart homes
Personal households/Home automation
Decentralized Smart Building Control

Mobile devices Mobile devices
Tablets/Smart Phones

Vehicles Vehicles, Smart meters connected vehicles, Smart Vehicle
Traffic lights Smart traffic lights in vehicular networks

Smart traffic lights
Privilege traffic reservation

Meters Smart meters
Smart metering systems

Wearable devices Smart wearable devices
Smart watches

IOT IOT Services
Internet of Things
Internet applications
IOT and Cyber physical systems

Cloud Cloud
Other Data-driven industries, Universities, Corporations, Common wealth

organizations, online social network, Desktop PCs, Sensors, Computer
chips, Communication devices, Routers, Switches, IP based video
cameras, Frequency hopping communication, Clustering computing,
Streaming, Complex event processing, Developers
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Table 4 Number of
applications has been used in
each year (2015–2017)

Application Number of applications

Smart Cities Year Number
2017 2
2016 4
2015 2
Total 8

Networks Year Amount
2017 3
2016 7
2015 13
Total 23

Grids Year Amount
2017 3

2015 6
Total 9

Healthcare Year Amount
2017 3
2015 3
Total 6

Smart homes/Households Year Amount
2017 5
2016 2
2015 6
Total 13

Mobile devices Year Amount
2017 3
2015 3
Total 6

Vehicles Year Amount
2017 3
2016 2
2015 3
Total 8

Traffic lights Year Amount
2016 4
2015 3
Total 7

Meters Year Amount
2016 3
2015 2
Total 5

(continued)
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Table 4 (continued) Application Number of applications

Wearable devices Year Amount
2016 3
2015 3
Total 6

IOT and services Year Amount
2017 3
2015 4
Total 7

Cloud Year Amount
2015 4
Total 4

Other Year Amount
2017 8
2016 3
2015 6
Total 17

Total no of applications 119

Smart Cities
7%

Networks
19%

Grids
8%

Healthcare
5%

Smart 
homes/househol

ds
11%

Mobile devices
5%

Vehicle 
7%

Traffic lights
6%

Meters
4%

Wearable 
devices

5%

IOT and 
services

6%

Cloud 
3%

Other
14%

Applications

Fig. 1 The percentages of the applications that has been used in fog computing
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attacks and crashes that occur because of privacy as well [1, 12, 42, 43]. However,
it has also been suggested that Fog computing itself may be capable of offering
solutions to such attacks [1]. Many authors have drawn attention to the need of
configuration and topological structural changes to Fog nodes [12, 13, 15, 16]. The
current efforts to expand storage capabilities have also been discussed in the bulk of
the papers examined [20].

The 32 out 49 of the issues raised, have a solution or have been suggested a
particular technique, while the rest of the issues have not been priorities with a
solution. Some articles failed to suggest any solutions for one-third of the identified
problems and highlight the need for more research in this area. A similar obser-
vation made by Baccarelli et al. [34] discussed the energy-efficient networking
system and computing architectures, after carrying out a statistical search on
Google, using keywords such as Internet of Everything (IOE) and Fog. The search
was limited to the research contributions published during 2011–2016, and the
authors drew attention to two main findings. Firstly, there has been a move towards
a combination of the Fog and Internet of Everything paradigms. Secondly, as for
the actual integration of the Fog and Internet of Everything pillar paradigms, there
is still no up-to-date research or technical contribution that has been published.

Research opportunities related to the Fog and IoT was highlighted with the focus
Mobile Cloud Computing (MCC) and emphasizes that the Mobile cloud computing
is an infrastructure where both data storage and processing occur in an exterior
platform for mobile devices, by sending computations and data storage from mobile
phones to cloud [5]. Chiang et al. [9] From their analysis, the authors concluded that
in the future, fog will be applicable in multiple industries, creating a revolution
through the entire industry, including network operators like AT&T, Network
equipment vendors like Huawei, System integrators like IBM, and end user
experience providers like Toyota etc.

Considering these emerging themes analyzed in the current review, the summary
of the papers seen in (Table 1) shows that authors have discussed a multitude of
issues regarding fog computing, and each paper discusses one or two aspects of a
particular issue, some taking an extra step, and suggests some solutions to the
identified problems, while others have limited views of the issue only. For example,

65%

35%

Issues & Solutions

Soloution/technique 
has been given for the 
issues
Soution/techniques 
hasn't been given

Fig. 2 The percentages of
solutions and techniques have
not been related to the issues
in fog computing
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Yi et al. [8] have discussed fog computing platform and applications. They have
briefly introduced fog computing, and following the analyzes, several concepts on
fog computing have emerged as the authors gave a broader definition of fog
computing. In the paper, they have discussed the challenges and design goals for
fog computing. Then they designed an implementation of prototyping platforms for
fog computing. Finally, they tested prototypes and platforms in smart home
applications.

Yi et al. [3] have done a survey of fog computing concepts, applications and
issues. The survey has been discussed about the definitions of fog computing with
similar concepts and has given numerous issues that may arise when designing and
implementing fog computing systems. The authors have discussed the challenges,
new opportunities and techniques in fog computing and issues such as quality of
service, privacy, security, resource management and interfacing, have been
emphasized. As they indicate, fog computing will evolve with rapid development in
the underlying Mobile cloud, NFV, radio access techniques, IoT, SDN, VM and
edge devices. Besides, studying diverse techniques for fog computing, Big Data
databases [36, 37], security [38, 39] prediction and pattern analysis [40] could be an
attractive avenue to explore in future.

5 Conclusion

In summary, the review and analysis of data obtained from 34 published research
articles (papers regarding issues in fog computing) from 2011 to 2017, have been
evaluated, and 49 distinct issues have been identifying and addressed, relating to
fog computing. From 49 issues, 32 issues have been provided with a solution
technique and the remaining of the 17 issues have not been given a solution or a
technique, suggesting the need for greater attention of researchers to these areas.
This study also found that 19% of the fog computing-related to applications issues
of through networks. Additionally, 11% of the issues were found from smart homes/
household’s applications as they are the second-biggest issues in those articles.
Consequently, it is clear that most of the issues are regarding the network section is
from the application of fog computing. When reviewing the research articles, it was
quite clear that most of the studies focused on security or privacy and there were no
issues that were concerned with networks applications. Furthermore, past research
papers have not shown much concern about issues of fog computing applications.
All the authors have only discussed a particular aspect of fog computing, but no one
discusses the issues in a single document. This study has highlighted the areas that
need attention and it is evident that Fog computing is still an under-researched
today, and is still not well understood and researched, despite the significant role it
plays. There are challenges in establishing solutions to the issues that are raised, but
finding solutions require urgent attention.
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A Review on Security and Privacy
Challenges of Big Data

Manbir Singh, Malka N. Halgamuge, Gullu Ekici
and Charitha S. Jayasekara

Abstract Big data has a growing number of confidentiality and security issues.
New technology doubtlessly brings people benefits, privileges, convenience and
efficiencies, with confidentiality issues. Additionally, technological advances are
accompanied with threats that can pose dangerous privacy risks that can be more
detrimental than expected. Privacy of data is a source of much concern to
researchers throughout the globe. A question that remains unanswered is the
question that “what exactly can be done” to resolve confidentially and privacy
issues of big data? To answer some questions, data collected for this chapter has
been through the analyze of 58 peer reviewed articles collated from 2007 to 2016 in
order to find some resolutions for Big Data confidentiality issues. The articles range
from different industries that include healthcare, finance, robotics, web applications,
social media, and mobile communication. The selected journal articles are aimed
used to make comparative analysis of security issues in different areas to cast
solutions. This chapter consists of four main parts: introduction, materials and
method, results, discussion and conclusion. This inquiry aimed to find different
security issues of big data in various areas and gives solutions by analyzing results.
The results of the content analysis suggest that the internet applications and
financial institutions are dealing with specific security problems, whereas social
media and other industries deal with confidentiality issues of sensitive information
which have heightened privacy concerns. Both these issues are addressed in this
study, as retrieved results from the data, highlights the gaps that can be further
researched for development. The method used to gather data for this chapter is
through the analysis of studies that deal with a particular confidentiality issue. After
the analysis and evaluations, the suggestions of confidentiality issues are displayed
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by using a different algorithm method. This research has addressed gaps in the
literature by highlighting security and privacy issues that big companies face with
recent technological advancements in corporate societies. By doing this, the
research could shed revolutionary light on issues of big data and provide futuristic
research directions to solve them.

Keywords Big data ⋅ Security ⋅ Privacy ⋅ Security issues ⋅ Data analysis

1 Introduction

A significant portion of Information technology research efforts goes into analyzing
and monitoring data regarding events on the servers, networks and other connected
devices. Big data is a fairly new concept in modern technological world. In recent
times, there has been an increasing usage of big data, as the problem of security has
become very important [1]. This chapter covers different aspects of big data
security, in particular challenges related to big data variety, velocity and volume.
The amount of sensitive information that needs to be protected is constantly
increasing [2]. However, in the era we live in, information is required to be pro-
tected from hackers. Insufficient protection can bring various security challenges
[3–5]. The notion of big data came to use not long time ago, as it relates to big
amounts of information that companies produce and need to store. This information
is then used to analyze and then predict the emerging trends in future sales by
analyzing annual trends. Growing number of informative data is subjected to
storage issues as there are no security measures yet established. In fact, any given
amount of information that is generated is an issue of security and privacy. Con-
fidentiality of sensitive information becomes a perplexing issue for companies if
they do not take considerable amount of time, effort, and resources to deal with
confidentiality issues. Big Data is used to manage great number of datasets, as all
the vast amount of data is often not structured and have been stored from different
sources [6, 7]. Traditional access control mechanisms to ensure privacies are
insufficient in recent times with the growth of demand which brings the need of a
fine granular access control mechanism to make sure every aspect of privacy is
reflected. This framework is called an ontology-driven XACML context [5]. On the
other hand, providing privacy in cloud is much more complex than one thinks [8].
The majority of data preservation techniques are targeted at small levels as they
often fall short; an algorithm is designed with MapReduce to gain high scalability
by performing computing in parallel. This method is called local record
anonymization [8]. In this case, the hybrid cloud is a very different approach and
difficult to implement. The idea is to separate the Sensitive data from non-sensitive
data and store them in different trusted clouds. This method of isolation is best
suited for processing the image files in an entirely different approach, as it is used to
deal with data at rest [4]. A multilevel identity encryption method is used both at the
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file level and at block level to satisfy data protection. This process helps to leverage
cloud provider because of transparency [9].

Preserving privacy of information is one big issue; nonetheless providing
security to IT is another huge matter, nonetheless this matter needs to be taken into
hands urgently. There are a lots of security risks in big data, as the main one is:
Privacy leakage, this is one of the most dangerous issues that has already caused
many problems for companies [5]. Therefore, a whole range of data needs different
computational techniques to make it secure and safe. The first step in cloud security
is to ensure the entry points. This helps to detect possible attacks [10–13], and alert
users to use the instruction detection system [14]. Encryption is another way of
making data safe in the local area network, and VPN encryption is used to safe-
guard data [15]. On the other hand, in the case of web application, randomization is
based on Random4 encryption algorithm which is similarly used [14]. This prompts
Big cooperates to use MuteDB architecture, where they incorporate data encryption
into, key management, authorization, and authentication from a new MuteDB
architecture. This architecture assures scalable solution to guarantee the confiden-
tiality of information in the database [6].

Security of medical data falls into the same category, as both cloud-based
technologies and attribute-based encryptions are used for storage and retrieval [16].
Another way is to use a pocket-sized computer, which is called Raspberry Pi. This
computer makes sure that regional data is collected and kept isolated [17].

2 Data Processing Method

The Knowledge Discovery from Data (KDD), is often treated, as a synonym for
‘Data mining’. This is a method used to discover information from data to avoid
leakage. Every day millions of bytes of data are generated throughout the world.
This process in return allows companies to grow and remain in the competitive
market by identifying seasonal trends and launching products in the peak seasons.
Therefore, the research in the area is significant and requires development. There
are usually three steps involved in the method of KDD, which is performed in an
iterative way. They are discussed as below:

Step 1. Data processing: Data processing method is a step that selects inconsis-
tencies of missing data fields and removes them while reintegrating the
data pool. It is presented in a form so that it can be read quickly, to
generate and reach potential results.

Step 2. Data Transformation: This step is to transfer data into appropriate forms
for mining. The Data is not presented in its proper form, and therefore, it
must be sorted out to represent a type that can generate some useful
information.
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Step 3. Data Mining: In data mining, various methods are employed to extract the
information from the data, as algorithms are used to extract information
from the data pool.

Step 4. Pattern Evaluation: After the data is extracted, patterns are then evaluated
to obtain knowledge on trends.

2.1 Privacy

Every day, large amounts of data is generated and processed in an array of
industries. Thus, the privacy of data can be established by methodical procedures.
In fact, there are four different types of steps involved: (i) Data provider, (ii) Data
Collector, (iii) Data Miner, and finally (iv) decision makers, as these are people who
are involved in the processing of data that is collected and derived from knowledge
from groups of data. Each one has different challenges to privacy protection, as
these are discussed below.

Approaches to privacy protection by:

Data Provider:

Data providers can provide data voluntarily according to the demands of the Data
Collector. The data collectors can retrieve data from the providers of customers’
daily activities. However, there are many ways to limit the data collectors’ access to
this data and this could be done in several ways. Internet companies now have a
strong motivation to track users’ movement over the Internet to ensure that the
valuable information can be extracted from the data produced by users’ online
activities. These can block the advertisements on the sites, and also kill the script,
for example, AdBlock, Encryption tools are used to encrypt data and transfer them
into Cypher-text which is not in a readable form and so it can be transferred in a
safe way.

Data Collector:

The original data retrieved from data provider generally obtains sensitive infor-
mation. The sensitive information needs specific precautions before being passed
onto the data mining process. Before sensitive information can be disclosed to the
public, this process must be done otherwise it will trouble companies. The process
of enables to replace some value with a parent value, as this method is a good way
to hide sensitive information. Permutation de-associates the relationship between
quasi-identifier and numerical attributes dividing the data sets into groups and
shuffles information among groups. Perturbation can also operate data with some
false value to hide it from collectors. This includes adding noise, swapping data,
and generating synthetic data.
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Data Miner:

The data miner uses an algorithm to obtain data from the data collectors. However,
there are two types of privacy issues that can risk confidentiality in this process.
Firstly, when data is directly observed, the information could be leaked. At times,
even the data mining results may also leak private information. Some approaches
are then helpful, such as, the Heuristic distortion approach that helps to resolve how
to select the appropriate data sets for data modification. This method works by
replacing certain attributes of data items with a particular symbol. Probabilistic
distortion approach distorts data through random numbers generated from a pre-
defined probability distribution function. The reconstruction based approach gen-
erates a database from scratch that is compatible with a set of non-sensitive rules.

Decision Maker:

The ultimate goal of data mining is to provide information to the decision makers’,
however, to achieve its objectives it is compulsory to meet the confidentiality rules
and regulation to protect people. At first glance, it seems that the decision maker has
no responsibility, nonetheless in actuality they must have a duty of care. If the
results are disclosed to competitors, the policy makers will suffer the loss, as the
openness, freedom and anonymity of the Internet, as Data Provenance poses great
challenge for seeking the provenance of information. Also, the decision maker must
look at five aspects of information including authority, accuracy, objectivity, cur-
rency and coverage.

2.2 Security

Security has always been an issue however in recent times with the growth of
conventional security mechanisms that are used to secure small scale or static data
are no longer adequate, as far as big data is concerned. There are often loopholes in
the system that allows intruders to exploit services. There are some security chal-
lenges, which is prevalent in the vicinity. The majority of organizations are dealing
with sensitive information at the threat of data theft. Table 1 displays types of
security challenges and threats that need attention.

2.3 Internet of Things

In society today, technological gadgets are the new modern-day slaves. The public
uses the word “internet” to do shopping, reading, paying bills, basically running all
their errands from the tip of their fingers. Existence is at ease through novel
inventions in the perception of multi purposeful Internet. There has been countless
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research done to assess the daily use of the internet by people and predictions have
been made for future use of the internet.

Despite the usefulness of the internet, it is still an under researched area and facts
are insufficient in the area. Therefore, this chapter aims to go through 12 research
papers to analyze emerging themes to seize research development. The correlation
among these 12 research papers will draw data to analyze emerging themes of
internet usage. These discoveries will allow gaining information to futuristically

Table 1 Different security challenges and solutions

Security challenges Solution for data security

1. Real-Time Monitoring: Real-time
monitoring has always been a big issue on
account of the number and frequency of
security alerts that generates. It is now
easy to rectify any loopholes or dangers
nonetheless it takes lots of effort to find
such threats [23]

Layered Protection: In computer
hardware, the security of information
system is formed through expansion of
layers. The securities of outer layers rely
on the security of inner layers. The more
the layers the better security is [24]

2. Granular Audits: In case the real-time
monitoring system, it does not capture the
attacks, therefore, audits are needed [25]

Protection of Different Domains: DNS
can be divided into local region, network
perimeter, network transmission, and
infrastructure. Therefore, different
technologies are used in various
procedures to secure areas in order to
establish distributed security system [26]

3. Secure Computations in Distributed
Systems: In this system, parallel
computation and storages are used to
process massive amounts of data. Securing
the mapper and data in the presence is not
a trusted mapper and becomes a primary
concern [27]

Hierarchical Protection: Since the
importance of the same information is
different in different institutes. Thus,
hierarchical protection is needed, and in
this case, different access control measures
are used so that a particular user that
covers the only specific parameter [28]

4. Secure Data Storage and Transactions
Logs: Data and transactions are stored in
multi layers. Moving data manually
among levels is not an issue, nonetheless
given the amount of data that is generated;
auto tiring for management is needed.
Nonetheless it does not keep track where
the data is stored. Thus maintaining 24/7
availability is a big issue [27]

Time-Sharing Protection: Information
security in big data is a dynamic process.
Taking time into consideration of securing
of Big Data can be incredibly enhanced
[29]

5. Endpoint Evaluation: Many large
organizations require data collection from
various sources. A key challenge here is to
validate the input, and this indeed is the
validation and filtering of data which can
be daunting as the challenges are posed by
untrusted data sources [30]

3KDEC Algorithm: A symmetric key
block encipherment algorithm is used to
present the practical solution to the
problem where numeric data is converted
to alphanumeric type and thus encrypted
data is not stored in existing numeric fields
[31]
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look in the direction of automated systems. This will also allow looking at focal
benefits in using technologically advanced plans.

The “Internet of everything” is the greatest significant idea established in the real
world to be used by individuals globally. Novelties under this motif is accommo-
dating in the pursuance to ease lives of people in their daily dealings. Internet
development has been gradually slowly, nonetheless momentarily improvements
are at a noteworthy frequency. The internet emerged in 1969 with the ARPANET
(Advance Research Project Agency Network) with few web sites [18]. Currently, it
is figured that, in 2020 around 20 billion gadgets will be joined to the internet. More
innovative work will be on how to connect people who are unconnected to the
internet.

Many new researches have undertaken studies in exchange to find futuristic
measures of internet usage. This pursuance to draw data from 12 researches in the
same topic under different areas will prove the connection between each research
that revolutionizes in connecting the unconnected to the internet. This document
can be referred to once a problematic issue is encountered in a certain area under the
topic and knowledge can be issued from it. Cloud computing also known as fog
computing, is an essential area once the topic is connectivity between each and
every device in household [19]. Cloud computing emerges in a superior haste, in
several ways, that can be used to connect the unconnected. Fog computing and
cloud computing is utilized as an average construction of the “Internet of
Everything”.

“Internet of Everything” comprises of numerous crucial notions, that is imper-
ative in learning and teaching [20]. However, the core variance amid the “Internet
of Everything” and “Internet of things” that they are both physical substances
physically present. However, “Internet of Everything” is a method outside this as it
is amongst the utmost extensively documented concerns as Internet associated
devices are liaised through an Internet reminder, for example, consequently alters
the temperature on a Nest indoor controller. People might feel that they can operate
the “Internet of Everything” to examine information from these devices. However,
considering that, even today, the Internet pages have cyber spaces that are intan-
gible perhaps we are unaware that gadgets are not only made from physically
tangible gadgets nonetheless also have intangible cyber ones too. This is evident as
of the world’s supreme site, “Google”, is not a physical tangible tool. It occurs in a
cyber space amid the wires. This is the legal administrations that is used each day,
for example, Dropbox or Instagram is also virtual spaces. This is the main
expansion of the “Internet of Everything”; it does the administration that you cannot
put a finger on it and say that it exists in a physical space. Although, the Internet is
furthermore covered of significantly greater number of things, however we are only
using the online administrations utilized. This shows that people need to understand
that the Internet consists of information streams and relations of associations.
Similarly, one can claim that the Internet contains clients that are most of the
general population as associates.
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The “Internet of Everything” links up different concepts into one secure idea.
This method allows devises to communicate with each other. It is obvious that the
“Internet of Things” might as well be called a rail street line, which includes the
tracks and the associations, while the “Internet of Everything” is most of the trains,
ticket machines, staff, clients, climate conditions, and so forth. This research,
elaborates ideas on whether and how the theme of Internet of Things and Internet of
Everything is developing, as this is a new area that comes under these two themes.
What are the major developments done so far? will be figured out in this research.
The gaps will also be identified and will be pointed out and clearly explained.

3 Material and Method

This chapter has categorized different security and privacy issues of big data in
accordance to types of issues and some parameters. The data that has been collected
through a content analyses, which is retrieved by content analysis of 24
peer-reviewed scientific studies from 2007 to 2016 and found answers and analyzed
the data of each context in different industries including healthcare, finance,
robotics, web applications, social media, and mobile communications. An agile
approach is used for this project because data that depends on IT has a massive
computation [21]. Data about security issues and solutions was collected from
different journal articles, and data was surmized through thorough analysis of the
collected data, then it was structured, and analyzed. The data is displayed in a table
for better comprehension that shows the area of security issue, solution, algorithms
and then used for solution and also general and technical remarks accompany. After
the analyzes of data, the results and conclusion were drawn objectively (Fig. 1).

Fig. 1 Graphical abstract of the analysis: Security and Privacy Challenges of Big Data
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3.1 Data Collection Method

This analysis has pooled the data of the published articles from 58 peer-reviewed
scientific studies which were published between the years of 2007–2016. The raw
data presented in Table 3 specifies the variables used for the analysis including
application, security issues, and algorithm (Table 2).

3.2 Data Analyses Method

The data is analyzed by categorizing the collected data and displaying emerging
themes in a table. The data sets include attributes such as volume of data,

Table 2 Description of algorithms and other key terms used

Algorithm/Key terms Description

MapReduce [4] MapReduce Programming model is for generating and processing
data sets with distributed and parallel algorithm on clusters

AES [8] AES (Advanced Encryption Standard) algorithm is a symmetric
block cipher used to protect the sensitive and confidential
information by encrypting it to an unreadable form

Multilevel identity
encryption [9]

This is an extension of normal encryption. Here the identity of the
data on Cloud is encrypted and protected by multiple layers

ORAM [32] Oblivious RAM (Random Access Memory), allows clients to access
their data on a remote server

XACML framework
[5]

Extensible access control markup language, is used to implement
attributes-based on access control policies

Data masking [33] The method of creating inauthentic nonetheless structurally similar
versions of data for testing and training purposes

Random 4 [34] Application specific encryption algorithm, which is used to prevent
SQL (Structured Query Language) injection

StarLight [3] This tool is used to gather information from different sources like
visual intelligence, geospatial to alert staff on sea ports

3DES [2] Triple data encryption algorithm is a symmetric key block cipher,
which applies DES (Data Encryption Standard) three times on same
data

VPN [15] The virtual private network extends private network across the
public network. Establishing virtual P2P connection through
dedicated connections and traffic tunneling creates VPN (Virtual
Private Network)

OBEX [35] The objective exchange is a communication protocol that helps the
exchange of binary objects between devices

MuteDB Architecture
[6]

This architecture devise incorporates data encryption,
authentication, authorization and key management to assure
confidentially of data in cloud
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application area, and issues that are prevailing. The methodology adopted allows
solving these issues, as the algorithm selected is merely for this purpose.

4 Results

This study has collected and analyzed data from 58 peer reviewed articles published
from 2007 to 2016 in order to find answers for confidentiality issues of Big Data.
The observations clearly show that, industries that have kept sensitive data of
customers are trying to preserve their privacy whereas, the industries, which have
their computations in real time, are working hard to keep it as a secret. Moreover, it
is significant to say that most of solutions are based on encryption algorithms.
Furthermore, in different areas, as for example Finance and Health (role-based
access control), can be applied as a solution. In addition, most seeable solutions are
directed to protect the access of big data, as there is not much concern on the
security aspects of big data.

The percentage of mostly used application is given in the Fig. 2. After analyzing
the Data from Table 3 the following conclusion can be drawn.

a. Healthcare: Preserving the privacy of data is a critical issue. Healthcare
information should not be disclosed or retrieved easily, or leaked to hackers, as
it is sensitive information that may cause financial detriment. To avoid this,
there are some techniques used that include the anonymization of the records by
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Fig. 2 Overview of the different application, using the data from the 58 peer reviewed scientific
articles published in 2007–2016 of Security and Privacy Challenges of Big Data
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using a tool called MapReduce. Additionally, data masking, which is a unique
computer device that is called Raspberry Pi, and this devise collects data in a
secure manner, by using location tracking technology to treat patients.

b. Web Application: Web applications suffer the majority of data breaches. The
violations occur not only at the backend nonetheless also during the data
transmission and data collection. The best solution is to assure and identify the
owner by encrypting data before the transmission thru encrypting the frequently
accessed nodes securing entry points are also uses specific architectures for
authentication, authorization, and key management.

c. Mobile Devices: In mobile devices, the first issue is to verify the user as this
verification can be a problem. Another fundamental problem is to secure the
transaction from all devices. The possible solutions include using a concrete
architecture like OBEX, to monitor the behavior of data and network for
detecting intrusions by using RFID-based mobile phones.

d. Social Networking: The Privacy and access to shared data causes the majority
of the problems. A two-way authentication of a user is one of the possible
privacy preserving solutions that need to be done.

e. Finance: This application area has been under the scanner, and the majority of
attacks and threats are the target for monetary benefits. Both privacy of sensitive
information and data storage in cloud or databases are at risk. Authentication,
authorization of the user is one of the first challenges of underlying issues that
need immediate attention. Banks use an intrusion detection system to detect
threats, ergo, it is not safe enough. Various encryption algorithms used makes
computations and transactions secure.

5 Discussion

Big data is a fairly new concept in IT, and it is obvious that research in the area is
not thorough enough and more research needs to be done. However, there is an
important gap in many articles suggesting that research is bias towards traditional
methods and Big Data is under-researched. In most of the articles it is easily seen
that research findings are one-sided and incomplete. This disadvantage refers to all
articles used except article of [22] where different areas and different solutions for
security issues are represented in his study. For instance, social network, multi-
media, commercial organizations, companies, business environment, anonymity
protection, data watermarking, data Provence, role-based access control and
risk-adaptive access control are all aspects that can be looked into by scholars. To
draw more conclusive results, a wider range of information needs to be considered
in most articles. Moreover, there is lack of comparison of different solutions and
why or how they could apply is another gap in these articles. The literature chosen
for this study also has gaps in the area of application as to how certain security
measures could be applied. Secondly, in most articles there is no detailed

A Review on Security and Privacy Challenges of Big Data 195



information about solutions including algorithms that are used for particular
problems, for example case studies would be valuable to understand and gain
solutions in a particular area. Thirdly, in many articles security issues are repre-
sented in a general form without specific information related to a certain problem of
an area. In particular, most common security and privacy issues do not include
details about what privacy was meant and what kind of information needs to be
protected. Technological development with variety of benefits can also bring threats
that can pose a danger and result in the breach of privacy and if important infor-
mation is made public by companies then they can be facing hefty fines. Big data is
a new area referred to the vast amount of information that needs to be analyzed and
stored in order to eliminate confidentiality breaches. There are many security issues
in different areas of big data and sensitive information needs to be protected.
Though a big research in big data needs to be done, as this area is still new, and
more research is demanded because many questions need to find answers. Results
clearly show that security issues are similar in different areas, solutions can be the
same in different areas and many solutions are grounded on encryption algorithm.
Moreover, protection of access is very significant in big data. To summarize this
study, this research has added knowledge about big data security issues and
highlighted research gaps in the area. However, this area is neglected and requires a
continuing research covering different aspects of big data.

6 Conclusion

In conclusion, this chapter has analyzed data obtained from 58 peer-reviewed
scientific publications from 2007 to 2016. This study has highlighted certain gaps in
the literature to evaluate possible solutions to a rising problem in various privacy
and security issues in different areas of big data. The company-provider needs to
ensure security for a safer infrastructure and protection of customers’ information
and this data has to comply with confidentiality standards. In some areas as Health
and Finance solving, security issues is the key point of effective and successful
work of the company. Many different technologies are created to protect against
securities issues, however, the existing technology is not able to completely solve
security issues and research in this area is poor but continuing. Although a big
research has been done regarding big data issues, it is still a fairly new advancement
in IT and a lot of questions and aspects of security problems of big data are not
answered and covered enough. In particular, there is a lack of comparative analysis
of both security issues in different areas, as to draw solutions by comparing and
contrasting studies and finding solutions for them. Therefore, this work is aimed at
finding and comparing important security issues in big data in different areas and
also evaluated solutions that can solve security issues. This analysis is also
important in a sense of providing the grounds for further research and enriching
existing information about big data. In order to address these gaps and highlight
issues in regards to some security and privacy issues of big data, certain tools and
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techniques, have been used to find possible answers to particular alarming issues of
Big Data. Data has been categorized, and then the second step was to group them
under different parameters. The revelation concluded that web applications and
financial institutes are dealing with security problems, and each problem is resolved
in varying ways. Social media and other industries dealing with sensitive infor-
mation have individual privacy concerns, which are treated with a uniform
approach. This research has addressed gaps in the literature by highlighting security
and privacy issues that big companies face with recent technological advancements
in corporate societies. By evaluating these gaps there may be some light shed on
these issues of big data and provide future researcher directions to solve them.
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Recent Trends in Deep Learning
with Applications

K. Balaji and K. Lavanya

Abstract Deep learning methods play a vital role in Internet of things analytics.
One of the main subgroups of machine learning algorithm is Deep Learning. Raw
data is collected from devices. Collecting data from all situations and doing
pre-processing is complex. Monitoring data through sensors continuously is also
complex and expensive. Deep learning algorithms will solve these types of issues.
A deep learning method signifies at various levels of representation from lower
level features to very higher level features of data. The higher level features provide
more abstract thoughts of information than the lower level which contains raw data.
It is a developing methodology and has been commonly applied in art, image
caption, machine translation, natural language processing, object detection, robot-
ics, and visual tracking. The main purpose of using deep learning algorithms are
such as faster processing, low-cost hardware, and modern growths in machine
learning techniques. This review paper gives an understanding of deep learning
methods and their recent advances in Internet of things.

Keywords Deep learning ⋅ Convolutional neural networks ⋅ Internet of things
Restricted Boltzmann machines ⋅ Autoencoder ⋅ Sparse coding

1 Introduction

One of the main subgroups of machine learning [1] algorithm is Deep Learning.
Today deep learning is found everywhere. Internet and cloud include image clas-
sification, speech recognition, sentiment analysis, language processing, and lan-
guage translation. Medicine and biology include cancer cell detection, diabetic

K. Balaji (✉) ⋅ K. Lavanya
School of Computer Science and Engineering, VIT University,
Vellore, Tamil Nadu, India
e-mail: balaji.2016@vitstudent.ac.in

K. Lavanya
e-mail: lavanya.sendhilvel@gmail.com

© Springer International Publishing AG 2018
A. K. Sangaiah et al. (eds.), Cognitive Computing for Big Data Systems Over IoT,
Lecture Notes on Data Engineering and Communications Technologies 14,
https://doi.org/10.1007/978-3-319-70688-7_9

201



grading, and drug discovery. Media and entertainment include video captioning,
video search, and real-time translation. Security and defense include face detection,
video surveillance, and satellite imagery. An autonomous machine includes
pedestrian detection, lane tracking, and recognizes traffic sign. Figure 1 shows that
input vector representation is converted into very high-level features of data
representation.

The deep learning methods are divided into four classes of representation such as
Convolutional Neural Networks (CNNs), Restricted Boltzmann Machines (RBMs),
Auto-encoder and Sparse Coding. The classification of deep learning methods is
presented in Fig. 2.

The influence of deep learning algorithms is having the ability to classify or
predict nonlinear data using a different number of simultaneous nonlinear phases.
A deep learning algorithm learns at multiple levels from the input vector features of
raw data to the classification features of those data. Each layer will extract features
from the output of preceding layer. The Deep Neural Network consists of an input

Fig. 1 Input vector
representation converted into
very high-level features of
data representation
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layer, a number of hidden layers and an output layer. It is similar to a multi-layer
perceptron but having multiple hidden layers with numerous connected neurons in
each layer. The most difficult transformation of features is the hidden layers. They
get the input from input layers, make processing, and finally pass the classification
of the object to the output layers. During the training process, deep neural networks
learn from weight adjustments in order to get correct outcomes.

The methodology of deep learning is shown in Fig. 3.

Fig. 2 Classification of deep learning methods

Fig. 3 Methodology of deep learning
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The main objectives of this research can be summarized as follows,

1. To provide an existing literature of numerous deep learning methods and their
applications,

2. To classify the consequences of this domain and
3. To track the recent advances of research in this domain

The rest of this paper is organized as follows. The various deep learning methods
are described such as Convolution Neural Networks in Sect. 2, Restricted Boltz-
mann Machine in Sect. 3, Autoencoder in Sect. 4, Sparse Coding in Sect. 5, and
their applications in Sect. 6. Discussion about various models is in Sect. 7. Finally,
Sect. 8 concludes the paper.

2 Convolutional Neural Networks (CNNs)

In Convolutional Neural Networks, the multiple layers are processed in a powerful
way [2]. It is one of the most common efficient methods for visual image classi-
fications [3]. The architecture of CNNs consists of three layers such as convolu-
tional layers, pooling layers, and fully connected layers. Each layer will play every
important role in their parts. The CNN structure for classification of images is
shown in Fig. 4. The operation of convolution layer is shown in Fig. 5. The training
of CNN contains two phases: forward phase and backward phase. Forward phase
contains the representation of input images with weights and bias values in each
layer. The actual output is computed and compared with the target output. The
weight adjustments are done in each layer to get target output during the backward
phase. After completing enough amounts of iterations for forward and backward,
the learning of network will be stopped. In convolution networks, the first
parameter to the network is input, and the second parameter is referred as the
kernel. The output vector is called as feature map. In machine learning, the input
data is represented in the form of multi-dimensional arrays and kernel is also
multi-dimensional arrays. Each input and kernel vectors are stored individually. An
input image may consist of a large number of pixels. We convert the input vector
into kernel images by detecting only the meaningful features. So the space com-
plexity will be reduced and computation will become faster. If there are n inputs
and m outputs, then we need nm arguments and the time complexity is O (nm). If
we reduce it to k inputs and m outputs, then we require only O (km) time for

Fig. 4 CNN architecture for classification of images
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execution which will improve the performance. To get good image classification
results using convolution layer, we can use the method of Network in Network [4].
The convolution network consists of three phases such as Convolution Phase,
Detection Phase, and Pooling Phase. Convolution Phase is responsible for pro-
ducing a group of presynaptic activations. The presynaptic activations are passed
via rectified linear activation function during Detector Phase.

A Pooling layer is used for reduction of dimensions of input parameters from the
convolutional layer. If we convert the input into smaller values, then these values
become invariant. Two general techniques are available in pooling layers such as
average pooling method and max pooling method [5]. The max pooling method
converts the given feature map into reduced dimensions. Finally, fully-connected
layers are responsible for converting two-dimensional feature maps into a
one-dimensional feature vector. The comparison of CNN methods is summarized in
Table 1.

3 Restricted Boltzmann Machines

In deep probabilistic models, one of the best structures is Restricted Boltzmann
Machines (RBM), proposed by Hinton et al. [12]. RBM is an undirected graph
model with observable variables and latent variables. RBMs are used for forming
deeper models. The bipartite graph is formed with visible and hidden units. This
constraint allows training effective algorithms [13]. RBM can be used to represent
data of labeled as well as unlabeled pictures, documents, video, and speech
recognition. RBM is an undirected graph mode contains hidden units X and the
visible units Y1 are conditionally independent. So,

Fig. 5 Operation of
convolutional layer
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Table 1 Comparison of CNN methods

Method Application Structure Characteristics Advantages

AlexNet [3] Image
classification

5
convolutional
layers with 3
fully
connected
layers

1. It has 60 million
inputs with 650,000
neurons
2. It uses
non-saturating neurons

1. Implemented with
GPU operation of
convolution
2. Dropout method is
used to reduce
overfitting

Clarifai [6] Image
classification

5
convolutional
layer with 3
fully
connected
layers

1. A new method for
clear understanding of
intermediate layers
and their improvement

1. Implemented with
GPU operations of
convolution
2. Perform well with
large training sets
3. Dropout method is
used for performance
improvement

SPP [7] Image
classification
and object
detection

5
convolutional
layers with 3
fully
connected
layers

1. Spatial pyramid
pooling method to
produce fixed-length
image for input of any
image size

1. Powerful method
for object
deformations
2. Flexible resolution
for managing various
aspect ratios, sizes
and scales

VGG [8] Image
classification

16
convolutional
layers with 3
fully
connected
layers

1. Assessment of
networks with
growing depth

1. Improvement with
16–19 weight layers

GoogLeNet
[9]

Image
classification

21
convolutional
layers with
one fully
connected
layer

1. Improving depth
and width of the
network without
additional
computation resources

1. Optimizing the
quality using
Hebbian principle
2. Perception of
multi-scale
computation

RCNN
(Regions
with CNN
features)
[10]

Object
detection

5
convolutional
layers with
one fully
connected
layer

1. Special category of
region proposals
2. Fixed-length feature
map is represented
from each region
3. Group of classes
from SVM

1. Improves mean
average precision

FCN [11] Semantic
segmentation

19
convolutional
layers with 3
fully
connected
layers

1. Any arbitrary sized
input is taken to
produce consistent
output

1. Fine-tuning is
performed from
input classification to
output segmentation
for getting
predictions for each
network
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PðXY1Þ=PðX1Y1ÞPðX2Y1Þ . . .PðXnY1Þ

The Boltzmann distribution function is satisfied by hidden units X and visible
units Y1. From the given visible units, we can get hidden units through probability
distribution function. By doing weight adjustments in hidden units, we can get the
best representation of a feature of visible units Y1. Hinton [14] gives a clear
practical representation for training RBMs and training issues is discussed in [15].
The RBM is composed into three different categories such as Deep Belief Networks
(DBNs), Deep Boltzmann Machines (DBMs), and Deep Energy Models (DEMs).

3.1 Deep Belief Networks

Deep Belief Network (DBN) [16] is a non-convolutional structure. It will solve the
issues found in the objective function of neural networks. It will outperform ker-
nelized SVM architecture. The architecture of deep belief networks is shown in
Fig. 6. It consists of different layers with latent variables. The latent variables are
represented using binary and the visible units are represented using either real or
binary. Instead of intra-layer communication between layers, each layer commu-
nication is done with every neighboring layer. The topmost two layers are undi-
rected and all other layers are directed. Initialization of network architecture in each
layer is performed by the greedy approach and proper weight adjustments are done
to get target output.

Fig. 6 Architecture of deep
belief networks
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3.2 Modified Deep Belief Networks

Modified Deep Belief Networks (MDBN) is proposed by Nair et al. [17]. The
top-layer is made-up of the third-order Boltzmann machine. The model consists of
the visible unit, hidden unit, and label unit in every clique. The model performs
better than support vector machine and convolutional neural network. The oldest
model limits the modification of biases on hidden units. There is no communication
between the visible and label units. This model makes direct communication
between all the three units. But still, there are no direct interactions between two
units of the same category.

3.3 Convolutional Deep Belief Networks

The main issue of Deep Belief Network is scalability and high-dimensional images
which are rectified by Convolutional Deep Belief Networks (CDBN) [18]. It is a
hierarchical model which is scalable to real inputs and conversion invariant. Deep
Belief Network avoids two-dimensional architecture of images and every location
learns weight adjustments individually. But Convolutional DBN shares weight
adjustment to every location of the image and scalable due to interpretation using
convolution. Convolutional DBN is made up of a classified procreative model for
full-sized images and structure consists of various max pooling convolutional
RBMs stacked on top of one another. Initialization of network is done with the
greedy method. After training is completed for a given layer, the weight adjust-
ments are fixed and its activation function is given as input to the next layer.
Convolutional DBN has an undirected connection between layers.

3.4 Deep Boltzmann Machines

Deep Boltzmann Machines (DBM) [19] consists of various layers of hidden units.
The entire network contains undirected connections between layers. The architec-
ture of deep Boltzmann machine is shown in Fig. 7. The connection has been made
in the network from visible neurons to hidden neurons and from hidden neurons to
hidden neurons, but there is no connection within the layer. Deep Boltzmann
Machine has initial learning of input representation of images which becomes
gradually difficult at higher layers. High-level feature map must be made with the
large inputs of unlabelled data and smaller inputs of labeled data. The initialization
of units in all layers becomes robust if DBM learning is made in a right way. The
uncertainty conditions in intermediate layers are solved with knowledge of
higher-level layers. During training process of the network, joint training of all
layers is performed. Deep Boltzmann Machine has multiple layers of hidden units,
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in which each unit of odd-numbered layers are conditionally independent of
even-numbered layers and vice versa. While training a DBM, the parameters are
chosen to increase the lower bound on the probability.

3.5 Deep Energy Model

The main issue of DBN [16] and DBMs [19] is that they share the property of
requiring multiple stochastic hidden layers which create interpretation and learning
difficulties. Therefore, hidden units in the network become inflexible. Deep Energy
Model (DEM) [20] is based on features of having a particular layer of hidden units
for effective learning and interpretation. The architecture of deep energy model is
shown in Fig. 8. It uses deep feedforward networks to model the energy settings
that describe probabilistic prototypes. All the layers are trained concurrently from
lower layers which modify the learning of higher layers to get better models. In
Deep Energy Model, the input is converted by deterministic unit and output of the
network with stochastic hidden units. The performance of this network is tested
with natural images and shown that it produces better results by using the greedy
approach of training. It also performs better results on object recognition. For
training, the model Ngiam et al. [20] uses Hybrid Monte Carlo (HMC) method
(Table 2).

Fig. 7 Architecture of deep
Boltzmann machine
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Fig. 8 Architecture of deep energy model

Table 2 Comparison of RBM methods

Method Structure Advantages Disadvantages

DBN
[16]

Top two layers are
undirected and lower layers
are directed

1. Initialization of network is
done with greedy method
which avoids poor local
optimum values
2. Unsupervised training

1. DBN model is
computationally
expensive
2. Optimization of
model is not clear

MDBN
[17]

Top layer is made up of
third-order Boltzmann
machine

1. Initialization of network is
done with greedy method
which produces recognition
of object with more accuracy
2. Unsupervised training

1. Interaction
between two units of
the same type is not
possible

CDBN
[18]

Undirected connection
between layers

1. Initialization of network is
done with greedy method
2. Unsupervised training

1. Decide on input
parameters
2. Optimization of
model is not clear

DBM
[19]

Entire network contains
undirected connection
between layers

1. Effective method for
initialization of hidden layer
in feedforward network
2. Robustly compacts with
uncertain inputs

1. Time complexity
is higher for joint
optimization of
larger datasets

DEM
[20]

Lower layer consists of
deterministic hidden units
and top hidden layer consists
of stochastic hidden units

1. All the layers are trained
concurrently from lower
layers which modify the
learning of higher layers to
get better models

1. Initial weight does
not have good
stopping criterion
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4 Autoencoder

Autoencoder [21] is a neural network feedforward approach which is trained to
predict the input itself in the output. The input layer to hidden layer belongs to the
encoder, whereas hidden layer to output layer belongs to the decoder. Autoencoder
is an unsupervised learning technique. The optimization of autoencoder is per-
formed by reducing the reconstruction error and learning from the code feature. The
General framework of an autoencoder is shown in Fig. 9.

4.1 Deep Autoencoder

The encoder and decoder of autoencoder are constructed with multiple hidden
layers is called Deep Autoencoder [22]. The encoder is used to convert
high-dimensional information into low-dimensional code and decoder is used to
reconstruct the data from the code. Beginning with initial weights, encoder and
decoder networks are trained by reducing the difference between the original
information and its reconstruction. Gradient descent method is used for fine-tuning
the weights. The performance of deep autoencoder is better than principal com-
ponent analysis. The main complexity faced by the deep encoder is that gradient
becomes too small when it passes through many hidden layers.

Fig. 9 General framework
for autoencoder
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4.2 Sparse Autoencoder

The main objective of sparse autoencoder is to extract sparse features from input
dataset [23, 24]. The sparse autoencoder uses encoder and decoder managed by a
sparsity constraint which converts a code vector into sparse code vector. The sparse
encoder has various essential advantages. By maximizing the probability in
high-dimensional representations, image classifications are feasibly linearly sepa-
rable. Interpretation of input data becomes easier by using sparse representations
which extract feature map in the hidden layer. Sparse representation becomes as
considerable benefits in biological vision. The general framework for sparse
autoencoder is shown in Fig. 10.

4.3 Denoising Autoencoder

Denoising autoencoder (DAE) [25, 26] aims to recover from corrupted input to
proper input. The robustness of the network architecture will be improved. It is
possible to detect noise inputs more efficiently. The general framework for
denoising autoencoder is shown in Fig. 11.

4.4 Contractive Autoencoder

Contractive autoencoder (CAE) [27] is based on the concepts of denoising encoder.
In denoising encoder, the noise will be removed from encoder part, whereas in
contractive autoencoder, the noise will be removed from whole network

Fig. 10 General framework for sparse autoencoder
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architecture. The reconstruction is performed as a whole instead of only on encoder
part. It is an unsupervised learning process.

4.5 Saturating Autoencoder

Saturating autoencoder [28] is a simple autoencoder consists of at least one satu-
rated region in the activation functions of hidden units. It has the ability to
reconstruct inputs which are not near the data manifold. The network connections
of saturating encoders are created with sparse autoencoders and contractive
autoencoders.

4.6 Convolutional Autoencoder

The main issue in autoencoder [24] and denoising autoencoder [25, 26] is that both
will not support two-dimensional images and also parameters having redundancy.
Today’s trends of object recognition and vision require best network structure to
find localized features in their input. Convolutional autoencoder [29–31] structure
consists of weights which are shared by all of the inputs. It supports
three-dimensional image structures. The greedy method is applied for training the
network and gradient descent approach is applied for training each layer.

Fig. 11 General framework
for denoising autoencoder
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4.7 Zero-Bias Autoencoder

Training of autoencoder usually outcomes in large negative values of hidden units.
But hidden units are more responsible for sparse representation as well as recon-
struct the correct input. Zero-bias autoencoder [32] introduces a new activation
function to solve the issues of hidden units with high dimensional representation. It
is more robust in the classification of images. The comparison of autoencoder
methods is summarized in Table 3.

5 Sparse Coding

Sparse coding [33] is a method of describing input data set from large data sets. The
sparse features provide properties of images. It is linearly separable. It is beneficial
for biological vision. In sparse coding method, updating the weight is done with
gradient descent algorithm [34]. The general framework for sparse coding is shown
in Fig. 12.

Table 3 Comparison of autoencoder methods

Method Characteristics Advantages

Deep autoencoder
[22]

Encoder and decoder with
multiple hidden layers

Conversion of high-dimensional
into low-dimensional data

Sparse autoencoder
[23]

Extract sparse features Linearly separable
Converts complex data into
meaningful
Beneficial in biological vision

Denoising
autoencoder [25]

Recovery from corrupted input to
proper input

Learn more robust features with
noisy input

Contractive
autoencoder [27]

Remove noise from whole
network architecture

Learn more robust features
throughout the network

Saturating
autoencoder [28]

Reconstruct inputs which are not
near the data manifold

Limits the capability of
reconstructing the input

Convolutional
autoencoder
[29–31]

Weights are shared among all of
the inputs in the network

Supports three-dimensional
image architecture

Zero-bias
autoencoder [32]

A new activation function for
hidden units

More robust for classification of
images
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5.1 Sparse Coding SPM

Sparse coding SPM (ScSPM) [35] is based on the concept of Spatial Pyramid
Matching (SPM) technique [36]. Vector quantization technique is used by SPM
[36] for image classification. ScSPM uses sparse coding (SC) coding method in
feature extraction and followed by multi-scale spatial max pooling. The local fea-
tures of images are described and detected by Scale Invariant Feature Transform
(SIFT) sparse code algorithm. The sparse coding method creates features of smaller
datasets from larger datasets. The reconstruction error rate is minimized in sparse
coding technique when compared to vector quantization. The main issue of the
ScSPM method is that it treats local features individually which avoids related
dependence between them. The sparse codes possibly will contrast a percentage
even for related representation.

5.2 Laplacian Sparse Coding

To overcome the issue of ScSPM [35], Laplacian Sparse Coding (LSC) [37]
technique is proposed. LSC method will solve this issue of dependence between
local features in image classification. The k-nearest neighbor algorithm is used to
create a Laplacian matrix for describing similarity of local features and also realm
stability in a sparse representation. The local features are not independent by using
sparse codes. The error rate of local features is considerably reduced. It guarantees
that similar cluster centers are selected and similar features are assigned to them.
The performance of LSC is better than ScSPM in image classification. The LSC

Fig. 12 General framework for sparse coding
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algorithm can also be used for face recognition problem. Hypergraph Laplacian
Sparse coding (HLSc) [38] technique is based on the concept of LSC and similarity
of local features are represented by using a hypergraph. It improves the robustness
of sparse coding. The problem of semi-auto image tagging is solved by HLSc.

5.3 Local Coordinate Coding

Local Coordinate Coding (LCC) [39] algorithm is a new technique of nonlinear
learning of high dimensional data which is distributed on manifolds. It obviously
inspires the coding to be local. The LCC algorithm shows that locality is more
important than sparsity. The locality can improve sparsity. The sparse coding is
beneficial for training only when codes are local. The codes have similar non-zero
dimensions with their similar data. Optimization of the algorithm is
time-consuming.

5.4 Super Vector Coding

Super Vector Coding (SVC) [40, 41] is based on the concept of vector quantization
method and extends its features. SVC algorithm is composed of three steps such as
descriptor coding, spatial pooling and image classification. In the first phase, it
transforms non-linear features on descriptors. A new nonlinear coding method
called Super Vector Coding is used. In the second phase, coding from all
descriptors is combined into a single vector. The image-level feature vector is
formed by combining different regions vectors. In the final phase, normalizing the

Table 4 Comparison of sparse coding methods

Method Characteristics Advantages

ScSPM [35] Uses SIFT sparse codes Reconstruction error rate is
minimized

LSC [37] The k-nearest neighbor algorithm is used
for creating Laplacian Matrix

Similar features are mutually
dependent by using sparse coding
More robust in characterizing the
local features
Also used for face recognition
problem

HLSc [38] Similarity of local features are defined by
hypergraph

More robust in characterizing the
local features

LCC [39] Uses L1-norm regularization Improvement in computation against
classical sparse coding

SVC [40] Improves the local features by using a
smoother coding technique

Extends the vector quantization
technique
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image-level features and provide for a classifier. The comparison of sparse coding
methods is summarized in Table 4. The comparison characteristics of deep learning
method are summarized in Table 5.

6 Applications

6.1 Image Caption

Deep learning methods are helpful in describing image caption automatically,
which is the main issue in artificial intelligence that interacts with computer vision
and natural language processing. Deep learning networks are able to generate
caption describing images. This application is significantly difficult compared to
image classification or object recognition in computer vision. The description of
image caption describes not only the content of images but also specifies how
objects and attributes are related together, and actions involved with them. The
main motivation of this application is the recent developments in machine trans-
lation. The input image is processed by convolutional neural network and attention
over the image is done with the recurrent neural network. The final outcome pre-
sents the generation of sentences of a given input image. The general framework for
image caption is shown in Fig. 13. The examples of image captions are shown in
Fig. 14.

Table 5 Comparison characteristics of deep learning methods

Characteristics Convolutional
neural networks

Restricted
Boltzmann
machine

Autoencoder Sparse
coding

Simplification Possible Possible Possible Possible
Method of
unsupervised
training

Impossible Possible Possible Possible

Feature mapping Possible Possible Possible Impossible
Dynamic training of
networks

Impossible Impossible Possible Possible

Dynamic prediction
of outputs

Possible Possible Possible Possible

Beneficial in biology Impossible Impossible Impossible Possible
Validation of theory Possible Possible Possible Possible
Invariance Possible Impossible Impossible Possible
Works with smaller
datasets

Possible Possible Possible Possible
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6.2 Object Detection

Deep Neural Networks shows an outstanding performance in object detection.
Object detection is different from image classification. The entire image is given as
input in image classification. But object detection is classifying the localization of
objects. First, object locations are computed from the input image. After that, it
computes convolutional neural network features and classifies images using output
classifier. The general framework for object detection is shown in Fig. 15.

Fig. 13 General framework for image caption

Fig. 14 Examples of image caption

Fig. 15 General framework for object detection
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6.3 Visual Tracking

Visual Tracking is the automatic computation of the path of an object which moves
from one place to another in a video. It has various applications which include
security, analysis of sports video or human-computer interaction. When a particular
problem needs multiple objects to be tracked while moving, proper setting is to be
done for each object individually. Once object tracking is identified in the first
frame of video, subsequent frames of an object are easy to identify. It is a very
challenging problem in IOT analytics. The general framework for visual tracking is
shown in Fig. 16. The examples of visual tracking are shown in Fig. 17.

7 Discussion

The main purpose of this review paper is to understand all the four deep learning
algorithms and compare their features; we summarize their benefits and limitations
with respect to different properties, as listed in Table 5. The simplification property
shows whether the particular method will be effective in text, audio, images and
their application, or not. Unsupervised Method shows that learning without a tea-
cher. Feature Mapping is the capability to learn structures spontaneously from the

Fig. 16 General framework for visual tracking

Fig. 17 Examples of visual tracking
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given dataset. Training and prediction of networks dynamically shows the effi-
ciency of models. Beneficial in Biology, as well as, Validation of Theory shows
whether the model has biological foundations or theoretical underpinnings.
Invariance property shows whether the model has the ability of robust to trans-
formations. Final property shows whether the model has the ability to work even
with small datasets or not.

8 Conclusion

This paper reviews the concepts of deep learning methods and presents the com-
parison characteristics of all those methods. The deep learning methods are divided
into four classifications such as Convolutional Neural Networks, Restricted
Boltzmann Machines, Autoencoder and Sparse Coding. The applications with
respect to Internet of things such as image caption, object detection, and visual
tracking are also discussed.

Author Contribution Authors whose names appear on the submission have contributed suffi-
ciently to the scientific work and therefore share collective responsibility and accountability for the
results.
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High-Level Knowledge Representation
and Reasoning in a Cognitive IoT/WoT
Context

Gian Piero Zarri

Abstract This chapter presents an overview of the Generalized World Entities
(GWEs) paradigm, used to add a semantic/conceptual dimension to the ordinary
IoT/WoT procedures. Its purpose is to expand the range of entities to be considered
when describing a sensor-monitored environment by allowing, in particular, to
seamlessly model in a unified way (i.e., within the same representation framework)
physical entities like objects, humans, robots, etc. and higher levels of abstraction
structures corresponding to general situations/actions/events/behaviours. The uni-
fying factor is provided by the conceptual representation of the world used for
modelling the GWEs of both types. This is ontology-based and general enough to
take into account both the “static” (background information about, e.g., common
notions like robot, person or physical object) and the “dynamic” (foreground
information concerning, e.g., a robot or a person moving in real time towards a
given object) characteristics of the different entities to deal with. After having
presented a short state of the art in the cognitive/semantic IoT/WoT domain, we will
specify the notion of GWE by describing its implementation under NKRL (Nar-
rative Knowledge Representation Language) format. NKRL is a high-level mod-
elling language, whose main characteristic concerns the use of two ontologies, an
ontology of standard concepts and an ontology of events, this last dealing with the
representation of the dynamic and spatio-temporal characterized information
denoting behaviours, complex events, situations, circumstances etc. We will show,
using several examples, that this dichotomy allows us to effectively model, in a
seamlessly way, all the different entities managed by the usual IoT/WoT
procedures.
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1 Introduction

This chapter is based on the assumption that, to accelerate the development of
effective SWOT (Semantic web of things) applications able to make a concrete use
of high-level Cognitive Science/Artificial Intelligence techniques, it is necessary to
go beyond the shortcomings of the present cognitive/conceptual IoT/WoT pro-
posals, see also in this context, e.g., [1: 308–310]. These are characterized, in fact,
by (at least) two important types of limitations:

• The first consists in identifying largely the “T” of IoT/WoT with “physical
things” and can be seen as a heritage of the first years of development of the new
IoT/WoT disciplines, when these last were identified, basically, with some
extensions of the RFID technology. This limitation to the physical domain is not
acceptable in the current IoT/WoT conception where the “things” are, in reality,
“entities” of a general kind and when we must take fully into account also the
domain knowledge that represents both the general context and the inner support
of all the possible IoT/WoT operations. We need to make use, then, of a genuine
cognitive/conceptual knowledge representation approach able to denote in a
unified way (i.e., within the same conceptual representation framework) phys-
ical entities like objects, humans, robots, etc. and higher levels of abstraction
structures corresponding to general situations/actions/events/behaviors… As we
will see more in detail below (Sect. 2.2), even in the most recent and advanced
definitions of IoT/WoT that illustrate, at least in principle, the integration of
“physical and virtual things”, these “virtual things/entities” correspond in reality
to nothing else than simple digital world images of traditional physical world
entities.

• Even when the exigence of a unified and general representation—domain
knowledge included—is taken into account, the tools chosen to implement this
general representation are often inadequate. Looking in fact at the so-called
semantic/conceptual IoT/WoT applications—in short, the “SWOT domain”—
implemented so far, we can note that they have now adopted, essentially, a
W3C/Semantic Web (SW)/Linked Data (LD) philosophy. However, the
W3C/SW/LD tools are affected by several theoretical and practical limitations
(mainly, limited expressiveness) as we will see more in detail in Sect. 2.3. We
may wonder whether these tools can really represent the ultimate support for the
development of (general) SWOT proposals.

The solution advocated in this chapter to make use of efficient Cognitive
Science/Artificial Intelligence techniques in a SWOT context is centered around the
use of the GWEs paradigm [2, 3], proposed as a powerful and general conceptual
framework that extends the standard IoT approaches described in [4]. Its aim is to
broaden the range of entities to be taken into account when describing a
sensor-monitored environment by offering a unified, coherent and seamless way to
deal with both:

224 G. P. Zarri



• Conceptual representations of all the observable, real world elementary entities
like physical objects, humans, robots, sensors, actuators, low-level signals etc.—
i.e., all the entities dealt with by the usual IoT/WoT procedures.

• Higher level of abstraction structures corresponding to general actions/events/
behaviors/scenarios involving the previous lower level entities and their rela-
tionships. These high-level entities are normally left aside or dealt with in a
sweeping way in an IoT/WoT context, in spite of their pervasiveness within any
sort of real-world situations.

The unifying factor that allows us to deal with both physical and higher-level
entities using a coherent set of computational tools is represented by the single
conceptual/ontological representation of the world used for modelling the GWEs
that correspond to both types of entities. The use of this unified approach implies,
among other things, the opportunity of:

• Getting rid in a general way of the interoperability problems that notoriously
concern the IoT/WoT domain—see, e.g., the silos flaw drawback that denotes
the development of IoT/WoT applications under the appearance of independent
vertical systems. The use of a unique knowledge representation language,
ontology-based, for IoT/WoT entities of any origin and level of conceptual
complexity assures strong semantic scalability by permitting the easy integra-
tion of information coming from multiple, distributed and heterogeneous
sources.

• Carefully filling the semantic gap between values gathered at the sensor level
(i.e., at the sub-symbolic level) and their representation in conceptual semantic
format (i.e., at the symbolic level). Actually, the unified representation frame-
work will be able to supply a target symbolic picture of the original sensors
outputs independently of their level of conceptual complexity. We can switch
easily, e.g., from the simple instantiation of a concept like emergency_situation1

originated from the pressure on an emergency button to the formal modelling of
a structured command given to a robot that moves and acts in a specific
environment.

• Implementing advanced inference techniques, endowed with an amount of
deductive power higher than that existing within the usual SWOT applications.
This is associated with the opportunity of representing in a fluently integrated
way—as GWEs entities characterized by different levels of formal complexity
but that are part of the same conceptual model—both the objects and the con-
texts (facts, events, scenarios, environments, circumstances etc.) where these
objects/entities are involved. It becomes then easier to generalize from prior
knowledge/experiences, to understand the environment and to draw meaningful
deductions about actions, corrections, commands and strategies.

1In this chapter, concepts (i.e., general notions, like emergency_situation, proper of several IoT/
WoT specific applications) are represented in lower case while individuals (instances of concepts,
like EMERGENCY_SITUATION_7) are in upper case. Moreover, the symbolic labels of concepts
and individuals always include at least one underscore symbol.
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In the following, we will present in Sect. 2 a quick picture of the present state of
the art in the SWOT domain; Sect. 2.3, in particular, will discuss the shortcomings
associated with the uniform use of W3C/SW solutions in this domain. Section 3
illustrates the main principles that support the GWEs approach and the use in this
context of NKRL, the Narrative Knowledge Representation Language. Section 3.1,
in particular, will introduce a simple example concerning the construction of GWEs
of different levels of complexity; Sect. 3.2 will emphasize the practical aspects of
the use of the GWEs paradigm making use of the inferential tools associated with
this paradigm. Section 4 will describe briefly some architectural/implementation
aspects of the GWEs approach, referring the readers to other publications for further
details. Section 5 is a short “Conclusion”.

2 An Overview of the SWOT (Semantic Web of Things)
Domain

From the publication of “historic” papers like [5, 6], a consensus has rapidly
emerged that the best solution for associating semantic features to the usual IoT/
WoT data and procedures could be identified in the use of ontologies. Ontologies
are supposed, in fact, to represent a powerful abstraction technology, able to hide
the heterogeneity of IoT/WoT entities, to act as a mediator between IoT/WoT
application providers and consumers, and to support their semantic matchmaking.
The GWEs paradigm is no exception in this context even if, as explained in Sect. 3,
the meaning we associate to the notion of ontology is wider and more complete than
the standard one.

2.1 Some Relevant Examples of General Ontologies

Two pre-2010 examples of general IoT/WoT ontologies are commonly mentioned
in the literature, OntoSensor [7] and CSIRO [8]. OntoSensor was a sort of general
knowledge base including a significant amount of sensor-related notions. It com-
bined definitions of concepts and properties adopted from SensorML, the Sensor
Model Language,2 some extensions of the IEEE SUMO [9] upper ontology classes,
references to ISO 191153 (a set of metadata used to describe geographic infor-
mation and services) and allowed the use of simple queries using Protégé 2000 [10]
and Prolog. CSIRO—CSIRO is the Australian Commonwealth Scientific and
Industrial Research Organization—was an OWL [11, 12] ontology created for the

2https://live.osgeo.org/fr/standards/sensorml_overview.html (accessed May 20, 2017).
3https://www.iso.org/standard/53798.html (accessed May 20, 2017).
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semantic representation of sensors and for reasoning about sensors and observa-
tions (operations, processes and results). It was built around three sets of concepts,
namely conceptual entities, domain concepts, and abstract and concrete sensor
properties, and gave the user the possibility to use sophisticated forms of structural
and sequencing composition.

CSIRO is considered as a direct precursor of the Semantic Sensor Network
(SSN) ontology [13]. SSN has been developed in 2010–2011 by a specific W3C
Semantic Sensor Network Incubator group with the aim of overcoming the limits of
pre-existing XML-based attempts and the fragmentation of sensor ontologies into
specific domains applications. The SSN’s architecture is structured according to the
Stimulus-Sensor-Observation (SSO) paradigm [14], which links sensors, what they
sense, and the resulting observations. Stimuli are detectable changes in the physical
world that act as triggers for sensors. They can be either directly or indirectly
related to observable properties (features of interest) and can also be actively
produced by a sensor to perform observations. The same types of stimulus can
trigger different kinds of sensors and be used to reason about different properties.
Examples for stimuli include the expansion of liquids or sound waves emitted by a
sonar where, e.g., expansion of mercury can be used to draw conclusions about the
temperature of a surface that is in close contact. Sensors are physical objects that
perform observations, i.e., that transform an incoming stimulus into another (often
digital) form of representation. They implement a method (an abstract description)
that describes the transformation of stimuli to results. Observations represent the
context that bring sensors and stimuli together, and are then the sticking items of the
SSO patterns. They define how a sensor should be realized and deployed to mea-
sure a given observable property; they are defined then by procedures that deter-
mine how a certain observation has to be carried out. From an implementation point
of view, and to facilitate reuse and interoperability, the main classes of SSN have
been aligned with classes in the DOLCE-UltraLite (DUL)4 upper level ontology.
SSN can be considered, then, as an extension of this last ontology.

SSN is currently considered as a sort of standard for describing sensors and the
resources in the sensor networks in terms of capabilities, measurement processes,
observations and deployments processes. However, it does not include any mod-
elling facilities for many features of interest, like units of measurement and, mainly,
for domain knowledge in general. To make an actual use of SSN it is then necessary
to associate it with other domain ontologies (e.g., for meteorology, agriculture,
commercial products, environmental data, health monitoring, safety services, mil-
itary applications, emergency applications, etc.).

Several IoT ontologies developed after 2010 have been implemented as adap-
tations and improvement of the SSN ontology. For example, the IoT-Ontology [15]
is an extension of SSN supporting the automated deployment of applications in
heterogeneous IoT environments. It adds to SSN the notions of actuating, identity,
and embedded devices provided by associated software agents. The extension is

4http://ontologydesignpatterns.org/ont/dul/DUL.owl (accessed May 20, 2017).
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realized by including two new ontology layers, namely the layer for representing
IoT entities (IoT entities layer) and, mainly, the layer for representing IoT entities
alignment (IoT entities alignment layer)—this last intends to provide a true inter-
operability of IoT/WoT entities with minimal human involvement. The OpenIoT
ontology [16] has been developed by integrating SSN with several existing
sensor-oriented tools, such as some libraries of the Global Sensor Networks
(GSN) open source project [17]. Moreover, the ontology exploits the Linked Data
concept of related sensor data sets, see Sect. 2.2. From our GWEs paradigm point of
view, an interesting characteristic of OpenIoT is its generalized understanding of
the notion of “sensors”, which are assimilated to anything that can estimate/
calculate the value of a phenomenon. Thus, either a device or a computational
process, or a combination thereof, could play the role of a sensor; the representation
of a sensor in OpenIoT links what it measures (the domain phenomena), the
physical sensor (the device) and its functions and processing (the models). Another
interesting SSN-based work is an ontology for water quality management devel-
oped to support the classification of water quality based on different regulation
authorities [18]. This chapter contains significant considerations about the problems
triggered in a sensor context by the choice of OWL/OWL 2 (the inner support of
SSN) and SWRL, the Semantic Web Rule Language [19] options, because of their
backing of monotonic inference and open world assumption—see also, in this
context, Sect. 2.3 below.

A recent, interesting system developed independently from an SSN context is the
Smart Appliances REFerence (SAREF) OWL-based ontology [20]. SAREF is a
shared model of consensus that facilitates the matching of existing assets
(standards/protocols etc.) in the smart appliances domain. Its modular architecture
makes use of pre-defined building blocks that allow separation and recombination
of different parts of the ontology depending on specific needs. The notion of device
(saref:Device) is central in the SAREF’s world. Examples of devices are a light
switch, a temperature sensor, an energy meter, or a washing machine; devices are
then tangible objects designed to accomplish particular tasks in households, com-
mon public buildings or offices. The modular structure of SAREF is used to allow
the definition of any device by associating, according to the function(s) and purpose
(s) of this device, some of the pre-defined building blocks of the ontology.

SSN is a quite complex tool to use; moreover, given its layered implementation
strategy (OWL2, DOLCE, DUL…) it can also be quite ineffective from a running
point of view. The IoT-Lite ontology [21] is then a lightweight instantiation of the
SSN ontology. This version allows us to represent and use IoT platforms without
consuming excessive processing time when querying the ontology. Moreover, it
represents a sort of meta-ontology that can be extended to represent IoT concepts in
different domains. In IoT-Lite, IoT devices are classified into three main classes:
sensing devices, actuating devices and tag devices; presently, IoT-Lite focuses only
on sensing. A more complete (and recent) restructuring of SSN is now proposed as
W3C Recommendation [22]. This new version is characterized by a modularized
architecture based on a lightweight but self-contained core ontology called SOSA
(Sensor, Observation, Sample, and Actuator) that includes the SSN elementary

228 G. P. Zarri



classes and properties and that can be independently used to create elementary
conceptual annotations without a too important ontological commitment. Given
their different scope and degree of axiomatization, SSN and SOSA can support
together a wide range of applications and use cases.

2.2 Projects Carrying Out a “Semantic” Approach
in the IoT/WoT Domain

Several projects have been developed in these last years in a generic SWOT con-
text, some making use of the ontologies mentioned above (especially SSN) and
others employing their own ontological/conceptual tools. Due to the weighty
investments of the European Commission in the IoT/WoT domain, and in its
semantic/conceptual variants in particular, Europa is playing a central and inter-
nationally recognized role in this type of developments,5 see also, e.g., [23].

The Semantic Sensor Web (SSW) applications. These systems represent a first
attempt to introduce semantic features in the common IoT/WoT practice by
implementing a sort of merge between the Sensor Web [24, 25] and the Semantic
Web technologies. Sensor Webs have been conceived to deal with sensors in an
interoperable, platform-independent and uniform way. They consist of
wireless-communicating, spatially distributed sensor platforms (pods) deployed to
monitor and explore environments using Web services and database tools. Sensor
Webs work as autonomous, stand-alone, sensing entities capable of interpreting
and reacting to the data measured; they can perform intelligent autonomous
operations, such as responding to changing environmental conditions and carrying
out automated diagnosis and recovery. The Sensor Web Enablement (SWE) initia-
tive of the Open Geospatial Consortium (OGC) standardizes the web service
interfaces and data encodings that can be used as building blocks for a Sensor Web
[26].

In the SSW systems, the Sensor Web/Semantic Web integration is implemented
as an extension of Sensor Webs that introduces an additional semantic layer. In this,
the semantics of the sensor data is specified by annotating them with semantic meta-
data according to well-defined conceptual schemas (i.e., ontologies) and formal
languages. In the Sheth et al. 2008 paper already mentioned [5], the semantic layer
is implemented by annotating sensor data in the weather domain with spatial,
temporal, and thematic semantic metadata. To this aim, the Authors utilize one of
the languages proposed in a Semantic Web context, RDFa [27], an RDF variant
often used for annotation purposes. To derive additional knowledge from the
semantically annotated sensor data, they make use of SWRL antecedent → con-
sequent rules. Follow-up of this and related work is now developed at the Kno.e.sis

5http://www.internet-of-things-research.eu/index.html (accessed May 20, 2017).

High-Level Knowledge Representation and Reasoning … 229

http://www.internet-of-things-research.eu/index.html


Center, Department of Computer Science and Engineering Wright State University
in Dayton, USA.

The European SemSorGrid4Env project6 investigates the use for environmental
management of open, large-scale SSW tools based on a semantically coherent view
of several heterogeneous sensor networks as a global data resource. In this context,
Koubarakis and Kyzirakos [28] agree with Sheth and colleagues on the opportunity
of avoiding the use of a pure RDF approach for modelling SSW metadata. They
argue that RDF is only able to represent thematic metadata in a correct and
exhaustive way, but that it needs to be extended when spatial and temporal
information must also be modelled. Rather than using an existing SW language like
RDFa, they have chosen to develop a specific data model called stRDF and its
corresponding query language stSPARQL, an extension of SPARQL [29]. The
main idea underpinning stRDF’s development stems from the constraint databases
domain [30] and consists in representing spatial and temporal objects as quantifier-
free formulas in a first-order logic of linear constraints so that spatial and temporal
data can be represented in RDF using constraints. In a SemsorGrid4Env context, a
stSPARQL query evaluation module, called Strabon, has been built up in order to
manage thematic, spatial and temporal metadata about environmental monitoring
that are stored in stRDF format in a PostGIS DBMS.7

Again in a SSW context, the paper by Calbimonte et al. [31] deals with the
problem of coherently searching, correlating and combining sensor data while
taking into account the heterogeneous characteristics of the sensing environments.
For the querying of sensor data within a federated sensor network, the Authors
propose to make use of the SSN ontology, properly integrated with domain-specific
ontologies for effectively modelling the underlying heterogeneous sensor data
sources. The query processing utilizes a semantic-enriched mechanisms in the
semantic expansion style. If, for instance, two sensors types are named differently
(temperature and thermometer for example), the query processing recognizes they
belong to the same type and include them in query results. A prototype has been
built up and runs as the backbone of the Swiss Experiment platform,8 a large-scale
federated sensor network.

The problem concerning the “best possible choice” for the symbolic knowledge
representation language to be used for the SSW semantic layers is far from being
definitely solved. Dietze and Domingue [32], e.g., propose to make use of Con-
ceptual Spaces (CS) [33] as a means of representing knowledge under the form of
geometrical vector spaces, to enable then computation of similarities between
knowledge entities by means of distance metrics. In the context of the VSAIH
project, Molina and Sanchez-Soriano [34] describe a SSW application, imple-
mented in Prolog, for interpreting and analyzing sensor data that summarize the
behavior of hydrologic networks. To represent sensor knowledge, they use a

6http://www.semsorgrid4env.eu/ (accessed May 20, 2017).
7http://postgis.net/ (accessed May 20, 2017).
8http://www.swiss-experiment.ch/ (accessed May 20, 2017).
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component-based approach formalized in many-sorted first order logic terms [35].
Another solution for knowledge representation has been adopted in SEMbySEM
[36]. In this project, following a critical analysis about the use of the Semantic Web
solutions for semantic-based industrial applications [37], both a specific µConcept
Knowledge Representation Language and a specific µConcept Rule Language have
been defined by ignoring any possible SW/W3C suggestions. An illustrative and
implemented use-case of SEMbySEM concerns the management of sensors in a
railway station.

Recent high-level semantic/conceptual IoT projects. Semantic Sensor Web
(SSW) applications have been particularly popular in the first decade of 2000. They
are now increasingly criticized as being too sensor-centric—or, in some specific
cases, too knowledge-centric—without, anyway, providing comprehensive, inte-
grated abstractions, in a GWEs style, for “things” and their high-level states. As
noticed by Pfisterer and his colleagues [38], an employee looking for a free room
for a meeting is mainly interested in real-world entities (meeting rooms) and their
high-level states (e.g., free room) rather than in sensors (e.g., sensor 536) and their
raw output (e.g., room temperature detected at time T). Moreover, this search must
refer not only to the output of sensors, but also to additional knowledge like
company maps and meeting schedules. Search engines should integrate, then, these
different static and dynamic data sources in a seamless way by providing com-
prehensive abstractions, linked to the possibility of an efficient search, for all sort of
concrete and virtual entities and their high-level states. Integrated abstractions and
virtual entities are the present catchwords in the global SWOT domain.

The IoT-A FP7 project aimed at creating a European architectural reference
model for the Future IoT. The output of IoT-A was then a proposal called ARM,
Architectural Reference Model [39], which consisted of four parts:

• The vision, which summarizes the rationale for an architectural reference model.
• The business scenarios, i.e., the requirements issued by the stakeholders.
• The IoT-A Reference Model, including an IoT Domain Model as a top-level

account of the architecture, an IoT Information Model explaining how to shape
the IoT information, an IoT Communication Model illustrating the communi-
cation procedures between heterogeneous IoT devices and the Internet as a
whole, etc.

• The IoT-A Reference Architecture, which supplies views and perspectives on
different architectural aspects that are of concern to the IoT stakeholders,
focusing on abstract sets of mechanisms rather than concrete application
architectures.

IoT-A ARM aims then at providing best practices to the organizations so that
they can create compliant IoT/WoT architectures in different application domains
that are seen as instances of the above Reference Architecture. When the appli-
cation domains are overlapping, the compliance to this architecture ensures the
interoperability of the different solutions and allows the formation of new synergies
across the domains.
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Within the above general framework, the IoT-A “things” dealt with are under-
stood as augmented entities formed by the association of physical entities with
virtual entities see, e.g., [40: 121]. Physical entities correspond to sensors, actuators
and any sort of possible physical devices. The introduction of virtual entities could
be interpreted like the addition of a new abstraction layer capable, as in the GWEs
approach, of augmenting the generality level of the IoT/WoT applications. How-
ever, in an IoT-A context, these virtual entities are simple virtual (i.e.,
computer-usable) counterparts of the physical ones, see “Physical Entities are
represented in the digital world by a Virtual Entity” [40: 120]. In more detail, Bauer
and colleagues state that virtual entities are “…synchronized representations of a
given set of aspects (or properties) of the Physical Entity” [40: 121] and that “…
each Virtual Entity must have one and only one ID that identifies it univocally” [40:
120]. Any Virtual Entity has attributes such as a name, a type and one or more
values to which meta-information, like time and location, can also be associated
[40: 128]. This vision of virtual entities as simple computer usable, digital images
of physical entities is largely shared in the IoT/WoT domain. See, e.g., De et al.
[41], where the IoT-A physical things are called entities and the virtual things
resources (software components)—this particular terminology derives from that
introduced in the SENSEI project9—and the Authors state: “A resource is the core
software component that represents an entity in the digital world”.

Several recent high-level European projects are of interest from a general
SWOT point of view. For example, the iCore (Internet Connected Objects for
Reconfigurable Ecosystems) project also introduces Virtual Objects (VOs) as the
digital world representations of real world entities such as sensors, devices, or
everyday objects [42]—see the interactions between physical and virtual entities in
IoT-A. Each VO element in the model represents then an Information and Com-
munication Technologies (ICT) object, which in turn is associated to a (non-ICT)
Real World Object (RWO). An abstract, general definition of a specific VO is called
a VO template; a live replica of a VO template is called a VO instance. VOs give us
the possibility of obtaining a semantically enriched description of the RWOs by
providing a basic set of functionalities that represent the actual functions of these
Real World Objects. This includes fostering the RWOs reuse and making them to
behave more autonomously, e.g., by generating events, notifications and streamed
sensed data that can be tailored to the needs of different applications.

The aim of the COMPOSE (Collaborative Open Market to Place Objects at your
Service) project was the specification and implementation of a general platform for
the creation of new services integrating real and virtual worlds through the con-
vergence of the Internet of Services (IoS) with the Internet of Things (IoT). At its
lower level, the platform deals with Physical External Resources—in practice,
physical objects. To be managed, these physical objects should be submitted to an
abstraction process that, in the COMPOSE case, was structured around the notions

9http://www.surrey.ac.uk/ics/research/internet-of-things/projects/completed/sensei/index.htm
(accessed May 20, 2017).
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of Web Objects and Service Objects [43]. Web Objects are the key elements that
provide data flows into the COMPOSE platform and communicate with the plat-
form following a standard web-based protocol. Within the COMPOSE platform,
they take on a virtual identity under the form of Service Objects. These last can be
combined for data processing related tasks, defining then “Composite Service
Objects” in order to be integrated in high-level applications and services.

The BUTLER (uBiquitous, secUre inTernet-of-things with Location and
contExt-awaReness) project has produced a prototype of Context-Aware Informa-
tion system, able to operate seamlessly across various scenarios within a unified
smart urban environment. Applications concern several use cases like, e.g.,
SmartParking and SmartTransport trials, SmartHealth, SmartShopping, etc. The
interest of this project from a SWOT point of view lies in the use of advanced
semantic techniques in the spatio-temporal reasoning and behavior exploration
domains [44].

In the first case, BUTLER enriches the usual geo-localization contextual infor-
mation with semantic annotations making use of custom operators that exploit the
background knowledge stored in a semantic database. For example, the transfor-
mation of coordinates to symbolic names (e.g., living_room) involves the use of an
operator in the location(x,y) style that, translated into a SPARQL query, calls the
semantic database to infer and retrieve the corresponding name and enables rich
spatial reasoning. The semantic reasoner is able, then, to automatically build up
semantic links between locations and activities (linking, e.g., watching_TV with
living_room). To this aim, the system makes use of a GeoSPARQL [45] enabled
storage backend—such as Parliament, a high-performance triple store designed for
the Semantic Web, or Strabon—able to supply, e.g., all possible rooms where a
given user can be present.

Behavioral models are semantically powerful tools that can improve the system
smartness by recognizing the user contexts. To create these models, BUTLER
makes use of algorithms based on both symbolic and probabilistic approaches that
are integrated within a SAMURAI [46] framework. SAMURAI is a scalable and
event-based stream mining architecture that combines and displays machine
learning (discovering co-occurrences of events and spatio-temporal correlations)
and knowledge representation (linking positions with semantic locations and
activities) results as RESTful [47] services software building blocks for complex
event processing (feature extraction, information fusion, notification). Each build-
ing blocks is integrated in a loosely coupled fashion, allowing easy deployment of
multiple instances of the architecture in the cloud. A detailed description of the
behavioral component of BUTLER is given in [44].

A recent, interesting non-European project [48] introduces the concept of
Semantic Gateway as Service (SGS) as a bridge between the physical world and the
high-level layers of an IoT/WoT system. According to the SGS architecture, raw
sensor data are transferred from external sink nodes to the central gateway node via
a multi-protocol proxy. Before being forwarded, data are annotated using SSN and
other domain specific ontologies. Semantic annotation of sensor data provide
semantic interoperability between messages and supply higher-level actionable
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knowledge for implementing, e.g., powerful inference procedures. The sink nodes
(or base stations) act as low-level data collectors: all the sensor nodes send data to
the different sink nodes, characterized by low computational resources, stringent
energy constraints and limited communication resources. The gateway nodes pro-
vide connectivity among the sink nodes: they have more computing resources
compared to the sink nodes and are then able to support the annotation procedures.

Among the ongoing IoT/WoT-related projects developed in the framework of
the new HORIZON-2020 applied research programme10 of the European Com-
mission, we mention here the FIESTA-IoT project11 because it reflects well the new
trends of the IoT/WoT European research. FIESTA-IoT stands for Federated
Interoperable Semantic IoT/cloud Testbeds and Applications. Based upon cutting
edge semantics-based solutions like the use of a general FIESTA-IoT ontology and
making use of previous work done in European projects such as, e.g., OpenIoT,
IoT-A, iCore, Sensei, etc., it aims at realizing the interconnection and interoper-
ability of all the diverse, existing IoT/WoT platforms, testbeds, and specific/isolated
(“silo-like”) applications. The FIESTA-IoT infrastructure aims then at representing
the only entry point for the European researchers in the IoT/WoT domain, by
supplying them with a unique capability for accessing and sharing IoT/WoT
datasets across multiple testbeds in a testbed-indifferent way.

Application of the linked data principles in the SWOT domain. Unlike the
traditional Web, where documents are crawled by following hypertext links, in the
Linked Data (LD) Web [49, 50] they are crawled by following RDF links to gather
information stating that one piece of data has some kind of relationship to another
piece of data. One popular framework is represented by LOD, the Linked Open
Data diagram.12 By September 2011, this diagram had already grown to 31 billion
RDF triples, interlinked by around 504 million RDF links; an updated version has
been published in April 2014. From a sensor and IoT/WoT perspective, sources of
geospatial information such as GeoNames13 and LinkedGeoData14 are of particular
importance in a LOD context. For example, following the linked data principles,
ontology instances in different independent domains can refer to GeoNames place
names through their unique URIs to enable then semantic reasoning about their
relative positioning.

From a general, architectural point of view, the LD approach has been criticized
because of the necessity of associating all the exploitable data with HTTP URLs
that point at RDF descriptions. Taken to its extreme consequences, this could mean
that all the real world entities should be characterized by HTTP URLs supplying
RDF data when fetched. This criticism does not nullify the practical utility of this
approach in many domains, IoT/WoT included, where it is necessary to operate in a

10https://ec.europa.eu/programmes/horizon2020/ (accessed May 20, 2017).
11http://fiesta-iot.eu/ (accessed May 20, 2017).
12http://linkeddatacatalog.dws.informatik.uni-mannheim.de/state/ (accessed May 20, 2017).
13http://www.geonames.org/ (accessed May 20, 2017).
14http://linkedgeodata.org/About (accessed May 20, 2017).

234 G. P. Zarri

https://ec.europa.eu/programmes/horizon2020/
http://fiesta-iot.eu/
http://linkeddatacatalog.dws.informatik.uni-mannheim.de/state/
http://www.geonames.org/
http://linkedgeodata.org/About


big data context by trying to achieve useful results through the application of
shallow surface techniques. These are opposed to a symbolic approach used, e.g., in
a GWEs context and characterized by a careful exploration of the meaningful
characteristics of (relatively limited) conceptual domains.

An interesting analysis of the reasons that can suggest the use of LD techniques
in the Sensor Web/IoT/WoT domain is given in [51], which supplies also the Kno.
e.sis position on this matter. A number of government, corporate, and academic
organizations are collecting enormous amounts of data provided by environmental
sensors. However, this data is too often enfolded within these organizations,
processed locally according to specific domain descriptions and their specific
properties and underutilized then by the greater community. A strategy to make
this sensor data openly accessible consists in publishing them on the Linked Open
Data (LOD) Cloud. This requires, however, the execution of a set of relatively
complex operations that consist, mainly, in converting raw sensor observations to
RDF and in linking the new RDF dataset with other datasets on LOD to allow
querying and analysis over collected sensor descriptions and observations. The
paper describes also a concrete experiment using observations about hurricanes
like Katrina, Wilma, Charley, etc. The original data, in O&M (Observation and
Measurement) format,15 are converted to RDF using a specific API and stored on a
Virtuoso open source triple store.16 Virtuoso provides a SPARQL endpoint to
query the datasets.

In the Pfisterer et al. [38] paper that describes the European SPITFIRE project,
the Authors evoke some basic possibilities concerning the application of LD
techniques in the IoT domain by using simple examples concerning the search for
parking spots in Berlin. Supposing an elementary RDF graph composed of two
RDF triples, [Sensor3 is-in ParkingSpot41] and [ParkingSpot41 is-in Berlin], and
utilizing standard ontological knowledge stating that is-in is a transitive property, it
is possible to infer that Sensor3 is in Berlin. Assuming then that sensors are
described as RDF triples, a search service based on SPARQL queries can find
sensors based on meta-data such as sensor type, location, or accuracy. This sort of
application still refers, however, to a (limited) Semantic Sensor Web (SSW) world.
To pass to more complex SWOT applications, SPITFIRE suggests (i) to integrate
semantic descriptions with the LOD cloud to support semantic reasoning; (ii) to
semi-automatically create semantic descriptions for sensors and things to allow
end-users to use this technology at scale; (iii) to provide abstractions for things,
their high-level states, and assure their integration with sensors; and (iv) to allow
the search for things using a given current state. By dynamically linking arbitrary
datasets on the LOD to describe complex real-world processes and to detect facts
and correlations it is possible, for example, to use the parking spot sensors to
provide also information about environmental pollution.

15http://www.opengis.net/doc/IS/OMXML/2.0 (accessed May 20, 2017).
16http://virtuoso.openlinksw.com/ (accessed May 20, 2017).
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The University of Surrey (UK) hosts an important research group, the Institute
for Communication Systems (ICS),17 heavily involved in the development of linked
data applications in the IoT/WoT domain; many of their publications are popular
among people working on the relationships between LD and IoT/WoT techniques.
For example, [52] is a general paper that provides an overview of recent devel-
opments in applying semantic technologies on various aspects of IoT/WoT by
recalling, among other things, that “interoperability” represents the main reason for
applying linked data principles to this domain. Barnaghi et al. [53] describes a
linked-data platform to annotate sensors data that enables users to publish their
sensor data as RDF triples, to associate any other existing RDF sensor description
data, to link existing resources on publicly available linked-data repositories and
make descriptions available for linked-data consumers through SPARQL endpoints.
The platform, called Sense2Web, employs graphical user interfaces for annotation,
which is performed using concepts obtained from open linked data sources (e.g.,
DBPedia and GeoNames) and other local domain ontologies. To demonstrate the
linked-data usage and the integration of data from different sources, a mash-up
application has been created by using Google Maps API. A validation tool for the
SSN ontology—i.e., a tool allowing ontologies and linked-data descriptions to be
validated against the concepts and properties used in the SSN model—is described
in [54]. It generates validation reports and collects statistics about the most com-
monly used terms and concepts within the ontologies. The tool can also be used to
validate linked-data and ontological descriptions against other reference ontologies.

2.3 Problems Linked to the Use of W3C/SW Techniques
in the SWOT Domain

As already stated in Sect. 1 above, and as illustrated in the previous paragraphs, the
SWOT domain seems to have now resolutely embraced a W3C/Semantic Web/
Linked Data philosophy. This trend has undoubtedly favored the quick develop-
ment of a new breed of semantic/conceptual IoT/WoT applications, more powerful
and easy to use than their XML-based ancestors. However, the W3C/SW tools are
affected notoriously by theoretical and practical limitations—as now openly
admitted by some of the SW’s fathers see, e.g., [55]—and some doubts can be
raised about the opportunity of using these tools as the sole vehicle for the
development of (general) SWOT applications.

On the theoretical level, an important source of frustration, as explicitly recalled
by the founders mentioned above, finds its origin in the heavy formal constraints
imposed by the strict Description Logic [56] orientation adopted by the Semantic
Web and by the obligation to strictly respect the quite limiting “decidability” [57, 58]
dogma. Other theoretical difficulties are associated with conception weaknesses

17https://www.surrey.ac.uk/ics/ (accessed May 20, 2017).
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of some SW tools like the use of the Open World Assumption (OWA) or the lack of
variables in the initial OWL specifications see, e.g., [3: 119–121, 37, 59].

From a knowledge representation point of view, however, the most important
problem concerns the reduced expressiveness that affects the SW/W3C languages
like RDF(S), OWL, SWRL etc.; many papers have been published about this topic.
All these languages are, in fact, binary languages: this implies that their properties
can only denote binary relationship used to link two individuals or an individual
and a value. Consequently, there are no facilities in OWL etc. for implementing the
(neatly more expressive) n-ary relationships: for example, it is not possible to
represent directly in OWL as a single, structured and coherent conceptual unit an
n-ary (ternary) situation represented by a simple event like “John gives a book to
Mary”. An interesting analysis of the different (and largely unsuccessful) efforts
developed these last years to transform W3C binary tools into n-ary ones—RDF
reification, named graphs, RDF blank nodes plus rdf:value properties, quad-tuples,
n-ary design patterns, F-events etc.—is provided in [60]. The W3C languages
represent, therefore, an inadequate solution for modelling complex situations and
events and for dealing with any type of dynamic and real-time information.

With respect now to the practical drawbacks, we recall here that, because of
their limited expressiveness (see above) on the one hand and of the adoption of a
quite limited inference paradigm (inference by inheritance) derived from
Description Logic on the other hand, SW/W3C languages are unable to provide
concrete assistance for building up rules—see again the previous papers for a
detailed analysis. This in spite of the existence of rule languages expressly created
for use in a W3C/SW context like RuleML, TRIPLE, and SWRL—SWRL [19]
enhances OWL by permitting the creation of if-then rules written in terms of OWL
classes, properties and individuals. In concrete application environments, then, the
SW scholar often prefer to develop rule-based applications that make use of
commercial business rules proposals like, e.g., Ilog JRules BRMS—now IBM
Operational Decision Manager18—and Oracle’s Business Rule Language,19 or
homebased solutions installed on top of JESS20 or DROOLS.21 This state of
uncertainty about the actual availability of reliable and user-friendly W3C/SW
computational tools has strongly contributed to the very cautious adoption of the
W3C/SW approach by the big international corporations and to the consequent
scarcity of running, exemplary and large scale W3C/SW applications.

The GWEs paradigm is implemented according to a full n-ary approach. This
does not mean that this paradigm rejects as a matter of principle any contributions
coming from the W3C/SW world. For example, it is evident that all the effective

18https://www.ibm.com/cloud-computing/products/business-process-management/business-rules/
(accessed May 20, 2017).
19http://docs.oracle.com/middleware/1213/bpm/index.html (accessed May 20, 2017).
20http://www.jessrules.com/ (accessed May 20, 2017).
21http://drools.org/ (accessed May 20, 2017).
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SWOT applications cannot make abstraction of the results obtained in the mod-
elling of the most common IoT notions achieved in a SSN (and similar work)
context.

3 The Foundations of the GWEs Paradigm

GWEs are entities proper to the digital world, i.e., they are created using one of
those Knowledge Representation Languages (KRL) whose aim concerns the
modelling in computer-usable form of large aspects of the real world and the
concrete exploitation of the resulting formal representations. GWEs represent then
the digital counterparts (the knowledge representation images) of any possible (at
least in principle) entity that it is possible to recognize within the real world.

Fundamental constitutive elements of any ontological-oriented KRL are con-
cepts and instances. A concept corresponds to a particular notion about the real
world that we must represent in digital format to be able to create and run computer
applications in a specific domain. These notions can correspond to very
broad-spectrum concepts (like “human being”, “event”, or “artefact”)—proper,
then, to several application domains—or to concepts specifically associated with a
particular application/set of applications (like “control room operator”, “level of
temperature”, “valve” or “heat exchanger” in some IoT applications in an industrial
domain). Instances correspond simply to specific, single examples of the notions
represented by the concepts.

GWEs are then, in practice, concrete examples of specific notions of any possible
sort/origin that can be recognized/described in the real world and that can be denoted
in the digital world through their association to single/multiple concepts. Consid-
ering for example a possible, industrial/commercial company called “Acme”, the
GWE ACME_, digital image of the real world entity “Acme”, can be created as an
instance of the general concept company_ thanks to the insertion of an InstanceOf
link associating ACME_ with this concept. Note that GWEs are more general than
virtual entities as they are normally conceived in an IoT-A, iCore etc. context, i.e., as
digital images of chiefly physical entities—see again [40, 61, 62] etc. GWEs rep-
resent on the contrary, in the digital world, all the possible abstract and concrete
entities that can be identified (and then named) in the real world. These correspond
to physical objects, but also to humans, actions, events, (the President Trump’s
speech in front of the Congress), scenarios (going to the restaurant), and even
imaginary entities (e.g., Gandalf, or that fire-breathing green-spotted dragon).

3.1 A Simple Example

Let’s assume we have to represent in GWEs terms a fragment of an IoT/WoT
scenario concerning an Ambient Assisted Living (AAL) application; in this, an
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ageing person, Mary, is monitored at home by a distributed control system that
interrelates with Mary via a mobile robot. This fragment reads, “On a date corre-
sponding to April 11, 2017, at half past nine p.m., the robot reminds Mary, via
audio warning, of the obligation to take her pills”.

In this fragment, we can remark the presence of several sorts of entities that are
to be translated into GWEs of different levels of complexity:

• An animate entity, Mary.
• Some physical entities, the robot and the pills.
• A modality, the audio warning.
• Two elementary events, the first corresponding to the warning expressed by the

robot—this event is identified by the surface natural language verb “to remind”,
see in this context, e.g., [63: 2366–2367]—the second to the information about
the necessity of taking the pills (surface verb “to take”).

• The logical relations between the above events. Being able to represent these
links means to be able to represent correctly the global scenario fragment in
GWEs terms.

Additional information, such as the date and the obligation, must also be rep-
resented, although they do not give rise to specific GWEs directly.

The entities included in the first three categories do not pose particular problems
in order to be encoded in digital format. They correspond, in fact, to a class of
stable, self-contained and basic notions—a sort of background terminological/
definitional knowledge—that can be considered, at least in the short term, as a-
temporal (or static), universal and definable a priori. Translated into digital terms,
they give rise to four “simple GWEs”, MARY_, ROBOT_1, AUDIO_WARN-
ING_1 and MEDICAL_TABLET_1, obtained as instances of plain concepts like
human_being, robot_, audio_warning and medical_tablet. Concepts like these can
be formalized using the simple binary model usually employed for the creation of
the present standard ontologies. In this, all the properties are denoted as a binary
(i.e., accepting only two arguments) relationship linking two individuals or an
individual and a value. Several ontologies corresponding to this type of back-
ground, terminological/definitional knowledge can be obtained freely from the Web
see also the SSN ontology [13].

Let us examining now the features of those GWEs (“structured GWEs”) that
represent the two elementary events comprised in the fragment. Their original data
refer to a particularly complex, dynamic and structured (foreground) information
representing the interpersonal, dynamic, unpredictable and spatio-temporal char-
acterized behaviors proper to the terminological/definitional entities (background
knowledge) corresponding to “Mary”, “robot”, “audio warning” and “pills”. The
conceptual model to be employed to formalize this sort of foreground knowledge
must necessarily utilize:

• Conceptual predicates, corresponding to surface verbs as “remind” and “take”
and used to denote the basic kind of information conveyed by the two events.
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• The notion of functional role [64], used to denote the logical/semantic function
of the background terminological/definitional entities (that represent the argu-
ments of the predicate) involved in the elementary events. In our example, the
(simple GWE) ROBOT_1 is the SUBJ(ect) of the action of sending,
AUDIO_WARNING_1 the OBJ(ect) and MARY_ the BEN(e)F(iciary)—see
Table 1 for the complete representation. SUBJ(ect), OBJ(ect), BEN(e)F(iciary)
are functional roles.

• An appropriate, peculiar formalism to denote the temporal and location infor-
mation and its connections with the overall representation of the elementary
events.

• A way of reifying the resulting “structured GWEs” to be able to refer to them
within larger, complex scenarios/events/narratives etc.—i.e., within GWEs of
the highest level of complexity. In our example, e.g., we must specify that the
“internal” structured GWE describing the warning is included in an “external”
one denoting the transmission of the message by the robot.

As mentioned in Sect. 2.3 above, the standard binary model is fairly inefficient
for representing the foreground, dynamic/temporally-characterized knowledge.
Therefore, an n-ary representation must be used. Formal representations of this type
will allows us, in fact, to assemble coherently within a single symbolic structure
information (predicate, arguments of the predicate, functional roles…) that is

Table 1 Some examples of high-level, “structured” GWEs

aal9.g1) MOVE SUBJ ROBOT_1
OBJ #aal9.g2
BENF MARY_
MODAL AUDIO_WARNING_1
date-1: 11/4/2017/21:30
date-2:

Move:StructuredInformation (4.42)

On 11/4/2017, at 21:30, the robot reminds Mary through an audio message of what is de-
scribed in the GWE aal9.g2. 

aal9.g2) PRODUCE SUBJ MARY_
OBJ intake_
BENF MARY_
TOPIC (SPECIF MEDICAL_TABLET_1 (SPECIF cardinality_ several_))
{ oblig }
date-1: 11/4/2017/21:30
date-2:

Produce:PerformTask/Activity (6.3)

On 11/4/2017, at 21:30, Mary must necessarily, deontic modulator oblig(ation), take her pills.
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different from a syntactic and semantic point of view even if conceptually related.
Using NKRL, the Narrative Knowledge Representation Language [65], a tool often
employed for the conceptual modelling of high-level, structured and spatio-tem-
porally denoted information, the GWEs-based global picture of the above fragment
is showed in Table 1. NKRL is both a KRL and a fully operational environment,
implemented in Java and built up thanks to several European projects. It includes
powerful inference engines able to carry out complex inference procedures based,
e.g., on analogical and causal reasoning.

According to Table 1, the two components of the scenarios’ fragment are rep-
resented by two structured GWEs corresponding to instances of conceptual entities
that, in this case, do not denote simple concepts but multilayered templates.
NKRL’s templates—collected in a Hierarchy of Templates (HTemp)—formally
designate classes of elementary events/states/situations like, e.g., displacement of a
physical object, production of a supporting service, messages sent or received, the
state of an entity is changed, etc.

As it appears from the two structured GWEs of Table 1, templates (represented
implicitly in this table under the form of templates instances) are n-ary structures
formed of several triples of the “predicate—functional role—argument of the
predicate” form. The triples are indissolubly connected and have the predicate in
common—MOVE and PRODUCE in Table 1, but also BEHAVE, EXIST,
EXPERIENCE, OWN, and RECEIVE [65: 56–68]. Extra formal features of the
determiners/attributes types are used to supply additional information with respect
to the (ternary) basic structure of templates and their instances. For example, the
deontic modulator oblig(ation) has been employed in aal9.g2 to denote the absolute
necessity of taking the pills. The temporal attributes date-1/date-2 introduce the
temporal information proper to the original elementary events, see [65: 80–86] in
this context. Note that, in this example, we have reified under the form of a unique
instance, MEDICAL_TABLET_1 (a simple GWE) the undetermined (in number
and quality) set of pills that Mary must take—this will allow us of referring again to
the same set of pills for, e.g., any sort of checking operations. intake_ (a specific
term of personal_activity), cardinality_ (a specific term of quantifying_property)
and several_ (a specific term of logical_quantifier) are concepts included in HClass
—the “hierarchy of classes” that correspond to the standard ontology of NKRL.
(SPECIF cardinality_ several_) is the normal modality for expressing plurality in
NKRL. SPECIF(ication), the “attributive operator”, is one of the four NKRL
operators used to create complex arguments (expansions) of the predicate. The
attributive operator is used to add, in a recursive way, some additional information
to the term that represents the first argument of the SPECIF lists, MEDI-
CAL_TABLET_1 and cardinality_ in the example.

In the template instances (i.e., the structured GWEs), semantic labels like, e.g.,
aal9.g1 in Table 1, reify the global formal structures giving them a name. The
semantic labels can be used, then, to associate together several independent
structured GWEs, allowing then the symbolic representation of (very complex in
case) real world scenarios. Looking at Table 1 for example, the transmission of
the message to Mary is represented by assuming the symbolic label aal9.g2,
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which denotes indirectly the content of the message, as the OBJ(ect) of the trans-
mission of information represented by the aal9.g1 GWE. This associative modality,
which utilizes Higher Order Logic (HOL) structures, is called completive con-
struction in NKRL [65: 87–91].

A second HOL linking modality is the binding construction [65: 91–98].
According to this, several symbolic labels denoting elementary events are collected
into a list as arguments of a particular binding operator. Conceptual tools of this
type are, e.g., (CAUSE s1 s2), denoting that the event (structured GWE) specified
by the label s1 originates from the event denoted by s2, and (GOAL s1 s2), meaning
that the goal of the s1 is the creation of the situation denoted by s2. For example, a
new high-level GWE, labelled as aal9.g4 and consisting in a binding construction as
(CAUSE aal9.g1 aal9.g3) could be used to specify that the warning has been caused
by Mary’s failure to comply with her obligations. aal9.g1 still denotes the trans-
mission of the message; aal9.g3 is a structured GWE similar to aal9.g2, where
(i) the deontic modulator oblig(ation) has been replaced by the modal modulator
negv (negated event) denoting that the ingestion of the pills did not take place, and
(ii) a temporal interval ending with 11/4/2017/21:30, the date of the message, must
be inserted in place of the exact date indicated in aal9.g2.

3.2 The GWEs Paradigm and the Reasoning Procedures

To illustrate the practical use of the GWEs paradigm, we supply here some basic
information about the use of this paradigm in association with the automatic rea-
soning capabilities of NKRL see, e.g., [59, 65: 183–243, 66].

The general framework of the GWEs’ use in an inference context. Reasoning in
NKRL ranges from the direct questioning of a knowledge base of structuredGWEs—
making use of search patterns pi (formal queries) that unify information in the base
thanks to the use of a Filtering Unification Module (Fum), see [65: 183–201]—to
high-level inference procedures that utilize powerful InferenceEngine(s). Search
patterns pi are very important in an NKRL context. Apart from giving the user the
possibility of asking directly, in an information-retrieval style, some questions to a
GWEs knowledge base, they can be also automatically generated by the Infer-
enceEngine(s) as the final forms of the different reasoning steps that constitute the
high-level inference procedures. Formally, these patterns correspond basically to
those “templates” that are used to build up structuredGWEs. For example, in Table 1,
the GWE aal9.g1 has been obtained by instantiating theMove:StructuredInformation
template included in the (HTemp) hierarchy that includes the (about 150) easily
adjustable and customizable NKRL templates.

The NKRL high-level inference procedures involve mainly two classes of rules,
“transformations” and “hypotheses”, see [65: 201–239].

The transformation rules try to adapt, from a semantic/conceptual point of view,
an unsuccessful search pattern pi (i.e., a pattern that was unable to find a match
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within the knowledge base) to the actual contents of the base using a sort of
analogical reasoning. Transformations attempt, then, to automatically transform pi
into one or more different p1, p2 … pn that are not precisely equivalent but only
semantically close to the original one. Therefore, a transformation rule is made of a
left-hand side, the antecedent (the search pattern to be transformed) and of one or
more right-hand sides, the consequent(s)—the one/more search patterns to be used
to replace the given one. Denoting with A the antecedent and with Csi all the
possible consequents, these rules can be expressed as:

AðvariÞ⇒CsiðvarjÞ, vari ⊆ varj ð1Þ

The restriction vari ⊆ varj is the usual safety condition that guarantees the logical
congruence of the rule by asserting that all the variables declared in the antecedent
A appear also in the consequent Csi complemented, in case, by additional variables.
As an informal example, we will mention here a transformation rule used in the
context of a NKRL application concerning the management of storyboards in the oil/
gas industry [67]. Suppose we want to ask whether, in a knowledge base including
all the GWEs related to the activation of a gas turbine, we can recover the infor-
mation that a specific oil extractor is running. In the absence of a direct answer, we
can trigger the transformation inference engine to reply indirectly by providing
information that is only somewhat related (analogical reasoning) to the subject of the
original query, e.g., a GWE stating that the site leader has heard the working noise of
the extractor. This result can be rephrased as: “The system cannot assert that the oil
extractor is running, but it can attest that a site operator has heard its working noise”.

With respect to the hypothesis rules, these allow us to create automatically a kind
of causal explanation for an event (structured GWE) found within the knowledge
base. These rules are formalized as biconditionals of the type:

X iff Y1 and Y2 . . . and Yn, ð2Þ

where the head X of the rule corresponds to a structured GWE gj to be “explained”
and the reasoning steps Yi—the “condition schemata”—must all be satisfied. This
implies that, for each of them, at least one successful search patterns pi must be
created by the hypothesis InferenceEngine in order to find, using Fum (see above),
a positive match with some information of the knowledge base. In this case, the set
of g1, g2 … gn structured GWEs retrieved by the condition schemata Yi thanks to
their conversion into pi may be interpreted as a context/causal explanation of the
original GWE gj (X).

We can now suppose we have directly retrieved, in a querying-answering mode,
the information: “Pharmacopeia, a USA biotechnology company, has received
64,000,000 dollars from the German company Schering in connection with an R&D
activity”; this corresponds to gj (X). Using a hypothesis rule, we can automatically
construct a sort of causal explanation for this event by retrieving information like:
(i) “Pharmacopeia and Schering have signed an agreement concerning the pro-
duction by Pharmacopeia of a new compound”, g1 (Y1) and (ii) “in this framework,
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Pharmacopeia has actually produced the new compound”, g2 (Y2). Note that these
“explications” correspond only to some of the possible causes of the original event:
a hypothesis rule must always be understood as a member of a (potentially large) set
of possible explication procedures.

An important development of NKRL is related to the possibility of using the two
modalities of inference in an integrated way, see Zarri [65: 216–234]: this means, in
practice, the possibility of making use of “transformations” when working in a
“hypothesis” context. Therefore, every time a pattern pi is obtained from a
hypothesis condition schema Yi, we can use it as it is—i.e., as it was been originally
created by InferenceEngine from its “father” condition schema—but also in a
transformed form if a suitable transformation rules exist. In this way, a hypothesis
that was supposed to fail can now continue if a new pi, derived by transformation,
will find a successful unification within the knowledge base, obtaining then new
values for the hypothesis variables.

An actual example of use of the GWE/NKRL inference procedures. This use
case has been introduced to: (i) give some precisions about the specific formats used
by the GWE/NKRL inference rules and the use of variables in particular; (ii) supply
further information on the use of the InferenceEngine(s); (iii) show the importance
of an integrated use of transformations/hypotheses. The example—concerning
again the management of storyboards in the oil/gas industry—is based on the use of
a simple hypothesis (h1, Table 3). This will be activated after the retrieval in the
storyboard knowledge base (KB) of a specific GWE relating the stop a technical/
industrial procedure—in our example, the stop of the start of the GP1Z_TURBINE,
see the virt3.g14 in Table 2.

Hypothesis h1 tries to verify whether this stop is linked with the discovery of an
industrial accident in the general environment of the specific tool (i.e., the
GP1Z_TURBINE) concerned by the stopped technical/industrial procedure.

When h1 (Table 3) is launched after the (successful) unification of its premise
with the structured GWE of Table 2—this unification is needed to check that the
selected hypothesis is able in principle to supply an explication of the event related
by the original GWE—its processing halts when trying to find successful unifica-
tions in the knowledge base KB with search patterns pi derived from the first
condition schema (cond1). No one of these patterns unifies in fact the structured

Table 2 A GWE relating the stop of the activation of the GPIZ_TURBINE

virt3.g14) PRODUCE SUBJ INDIVIDUAL_PERSON_102:
(GP1Z_MAIN_CONTROL_ROOM)

OBJ activity_stop
TOPIC (SPECIF turbine_startup GP1Z_TURBINE)
date-1: 1/11/2016/10:20
date-2:

Produce:PerformTask/Activity (6.3)
The production activities leader ends the start-up of the GP1Z_TURBINE
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GWEs included in the KB; this means that information in the KB base is not able to
prove directly that some sort of accident has concerned the GP1Z_TURBINE.

To try to overcome this impasse, the system explore its rule base to see whether
it can find a transformation rule whose antecedent corresponds to at least one of the
patterns pi originated from the condition schema where the failure occurred. The
transformation rule of Table 4 corresponds to this requirement—i.e., Fum can
immediately check that the antecedent of t8 corresponds to at least one of those pi,
see also Table 5—and, in this case, the consequent of t8 can be activated. This
corresponds to state that detecting an accident, which implies a component of the
tool affected by the stop procedure or another tool deeply associated with the
stopped one, can be assumed as equivalent to the detection of an accident regarding
the specific object of the halting procedure (i.e., the GP1Z_TURBINE in our case).

Note that the main problem concerning the execution of transformations in a
hypothesis context concerns the possibility of discovering a correspondence

Table 3 A hypothesis rule to explain the halting of an industrial activity

h1: “halting procedure” hypothesis

premise:
PRODUCE SUBJ var1

OBJ activity_stop
TOPIC (SPECIF technical/industrial_procedure var2)

var1 = human_being
var2 = technical/industrial_tool
An individual has stopped a technical procedure concerning a given industrial tool

first condition schema (cond1):
PRODUCE SUBJ var3

OBJ detection_
TOPIC (SPECIF var4 (SPECIF var5 var2))

var3 = human_being
var3 ≠ var1

var4 = industrial_accident
var5 = spatial_relationship, relational_property
A different individual had discovered an accident in the environment of the stopped tool

second condition schema (cond2):
BEHAVE SUBJ var1

MODAL var6

var6 = industrial_site_operator
This first individual is an industrial site operator

third condition schema (cond3):
BEHAVE SUBJ var3

MODAL var7

var6 = industrial_site_operator
The second individual is an industrial site operator too
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between the variables varh initially present in the hypothesis condition schema from
which the search pattern to transform has been obtained (see the variables named as
var2, var3, var4 and var5 in the cond1 schema of Table 3) and those, totally
unrelated, vart, that appear in the (application independent) transformation rules to
be used (see the corresponding variables named, in contrast, as var1, var2, var3 and
var4 in the conseq 1 schema of Table 4). To let the hypothesis at hand to resume
after the failure, new values must be associated to varh thanks to the execution of
the consequent part of the transformation; if this last is successful, some values will
be found in fact for the transformation variables, but these concern vart instead of
varh. Finding a correspondence implies the execution of a complex set of com-
parison among the values already stored for varh and the new ones retrieved for
vart: this procedure is explained in detail in, e.g., [65: 219–221].

Table 4 Transformation rule
concerning ‘related’ accidents

t8: “part of, linked with” transformation

antecedent:
PRODUCE SUBJ var1

OBJ detection_
TOPIC (SPECIF var2 (SPECIF var3

var4))
var1 = individual_person
var2 = industrial_accident
var3 = relational_property, spatial_relationship
var4 = technical/industrial_tool
first consequent schema (conseq1):
PRODUCE SUBJ var1

OBJ detection_
TOPIC (SPECIF var5 (SPECIF var6

var7))
var5 = industrial_accident
var6 = relational_property, spatial_relationship
var7 = technical/industrial_tool
var7 ≠ var4

second consequent schema (conseq2):
OWN SUBJ var7

OBJ property_
TOPIC (SPECIF var8 var4)

var8 = part/whole_relationship, binary_relational_property
Being unable to identify directly an accident that concerns a
particular industrial tool, we can (i) check if an accident
involving another tool can be discovered, and (ii) try to show
then that this second tool is either a component of the original
tool, or it is strictly associated with this last one
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The results concerning the application of transformation t8 of Table 4 in the
context of the processing of the first condition schema cond1 of hypothesis h3 are
partially reproduced in Table 5. Trying to construct automatically a context/causal
explanation for the GWE virt3.g14 of Table 2 shows then, eventually, that the
discovery of an industrial accident in the environment of the GP1Z_TURBINE
turbine can be brought back to (i) the detection of an oil leakage that concerns the
AUXILIARY_LUBRICATION_PUMP_M202, and (ii) the proof of a relationship
between this pump and the turbine.

Several (successful) experiments concerning the association of the GWE para-
digm with the NKRL inference tools have been carried out in these last year at the
LiSSi (Laboratoire Images, Signaux et Systèmes Intelligents) of the Paris-Est/
Creteil (UPEC) University, in domains like IoT/WoT, AAL (Ambient Assisted
Living) and Ubiquitous and Cloud Robotics—see, e.g., [68, 69]. In [69: 165–171]
we can find, e.g., the detailed description of a complex scenario (implying the
integrated utilization of several hypotheses and transformations) where a robot
detects the absence of food in the refrigerator of an aged person and identifies a
relative of this person close to a supermarket and able then to run an errand.

Table 5 Partial results concerning the application of t8 of Table 4

The (instantiated) search pattern to be transformed

PRODUCE SUBJ human_being
OBJ detection_
TOPIC (SPECIF industrial_accident (SPECIF spatial_relationship

GP1Z_TURBINE))
GWE retrieved making use of conseq1
PRODUCE SUBJ INDIVIDUAL_PERSON_104: GP1Z_COMPLEX

OBJ detection_
TOPIC (SPECIF lubrication_oil_leakage (SPECIF

around_AUXILIARY_LUBRICATION_PUMP_M202))
date-1: 1/11/2016/10:10
date-2:

INDIVIDUAL_PERSON_104 has discovered the presence of a lubrication oil leakage around
the lubrication pump M202
GWE retrieved making use of conseq2
OWN SUBJ AUXILIARY_LUBRICATION_PUMP_M202

OBJ property_
TOPIC (SPECIF related_to GP1Z_TURBINE)
{ obs }
date-1: 1/11/2016/10:10
date-2:

On November 11, 2016, at 10h10, we can observe (temporal modulator obs(serve)) that the
auxiliary lubrication pump is related to the GP1Z_TURBINE
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Note, to conclude, that complex situations analogous to the above scenarios are
routinely managed in the context of important IoT/WoT applications. A use case in
BUTLER concerns, e.g., the NFC car parking examples [70]; an analogous scenario
is described in CALIPSO [71]. See also the manufacturing and traceability sce-
narios in EBBITS [72: 42–43], some very extended narratives that describe the
IoT-A logistic and health at home scenarios [73], the weather observation experi-
ments summarized in [5], etc. Very often, however, and at the contrary of what we
have seen in the previous examples, the representations of the IoT scenarios are
only partially formalized and largely expressed in natural language. This implies,
among other things, reduced possibilities of adequate inference activity.

4 Practical Aspects Concerning the GWE Paradigm

In this section, we will supply some essential information about the practical
aspects concerning the implementation of concrete GWEs applications, like the
architectural features and the procedures needed to create and utilize knowledge
bases of (simple and structured) GWEs. See, for more details [2, 3].

4.1 The Architectural Aspects

FIWARE22 and oneM2M23 are well-known and fully operational examples of open
platforms able to both integrate hardware and to enrich IoT/WoT installations with
further capabilities and flexibility through components like brokers and enablers. At
a higher structural and conceptual level, systems that take into account issues like
semantic integration and interoperability of interconnected devices are now slowly
emerging—this delay is not so surprising since even general IoT/WoT tools that
seem to have been unanimously adopted like the SSN ontology find it difficult to be
concretely used, see Sect. 2.1 above. In a SWOT domain, advanced architectural
proposals have been proposed recently in the context of EC-supported projects.
Interactions among the different BUTLER platforms to achieve access and com-
munication among embedded devices, servers and mobile terminals are described in
[40: 8]. A Service-Oriented Architecture (SOA) and its use for distributed intelli-
gent service structures in the EBBITS platform is illustrated in [72]. Bassi et al. [39]
describe the architectural aspects of the IoT-A project. Several architectural solu-
tions for advanced IoT/WoT applications are mentioned in [74], see projects like
OpenIoT, iCORE, COMPOSE, SmartSantander, etc.

22https://www.fiware.org/ (accessed May 20, 2017).
23http://www.onem2m.org/ (accessed May 20, 2017).
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With respect to the GWEs paradigm, we have already stated that this allows us
to deal in a logically coherent unified way with both physical entities detected at
sensor level and with higher level of abstraction structures. From an architectural
perspective, this approach must be reflected in the design of the middleware layer of
any IoT/WoT system that implements this paradigm. This layer must be realized,
then, according to a strongly cognitive-oriented design. A high-level representation
of this sort of platform’s architecture—structured into three main layers—is rep-
resented in Fig. 1, where the central function of the middleware layer is empha-
sized. The layers are:

• The Front End layer, used to connect with the users and the stakeholders in
order to monitor and/or to interact with the applications through views that
represent parts of the global system. Moreover, in the set-up phase of a specific
application, the Front End addresses the users’ needs by providing a set of
services and features like, e.g., the definition of the associated authorizations.
This layer is a web-server component; XUL-compatible web-browsers24 can be
used, e.g., for the connection.

• The Middleware (or Core) layer handles the different applications according to
the GWEs paradigm. It contains the modules to be used to build up and to

Fig. 1 A schematic view of the architecture of a GWEs-based IoT platform

24https://developer.mozilla.org/en-US/docs/Mozilla/Tech/XUL (accessed May 20, 2017).
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manage the GWEs, the inference engines, the ontological tools etc., and it is
devised as a plug-in modular set of mechanisms allowing the inclusion/deletion
of supplementary modules. The platform should then be open to allow, with a
limited personalization effort, the easy plug-in of: (i) new modules that could be
needed to improve the functioning of the platform; (ii) domain-specific GWEs
applications.

• The Sensors/Actuators layer permits the communication between the monitoring
and actuation entities (sensors, robots, services mounted on these entities) and
the core layer. An external entity can be accessed only through this layer, which
notifies the core about the state changes concerning the input entities. Con-
versely, in case the inference operations imply some modifications of the
external world (close/open a door, remove an obstacle, activate an alarm…), the
sensors/actuators layer receives the state changes and operations decided in
the core model and translates them into data/information/commands intelligible
by the external world.

The tasks accomplished by the main modules of the core are as follows:

• Kernel module: deals with the GWEs semantic/conceptual model and provides
the interfaces for accessing this model. It includes several functional compo-
nents, e.g.:

– Tools for the ontological/conceptual model of the world (see Sect. 4.2). This
component provides the tools for storing and maintaining the different
GWEs ontological structures; it assures the correct instantiation of these
components to build up GWEs of different levels of complexity. It must also
be able to update the model according to the evolutions of the external world
and the results of the inference operations.

– Knowledge and databases. This component manages a set of permanent
data and knowledge structures storing both metadata about the maintenance
of the world model and knowledge about the various contexts. An important
role is played by the data persistency and security/privacy functions that
assure, among other things, model recovery in case of failure.

– Orchestrator and Plug-in mechanism. This component is in charge of the
orchestration of all the core/middleware modules. It provides the interfaces
for accessing the model of the world and deals with the notification of the
changes in this model; note that this component must wait for the results
produced by the inference engines before issuing any modification message.
It also enables the inclusion of other modules (safety, resilience, security…)
into the core.

• Recognition/categorization of the GWEs module: This module is in charge of
the operations regarding GWEs of different degrees of complexity that corre-
spond to new entities and events detected at the Sensor/Actuator Layer level.
These operations use the conceptual representation of the world stored and
managed in the kernel module and of a set of inference rules, see Sect. 4.2.
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• Inference engines module: Inference procedures of diverse degrees of com-
plexity are used in practically all the phases of the GWEs processing. Several
sorts of inference engine will then be employed. These will range from tools in
the SW style as RACER, Pellet, Fact++ or Hoolet to be used in all the oper-
ations of the subsumption type like those, e.g., corresponding to the automatic/
semi-automatic updating of the ontology, to the backtracking based, multiple
reasoning-steps engines needed to deal with complex uses of GWEs like those
mentioned in Sect. 3.2.

• Querying, reasoning and knowledge exploitation module: This module loads
and handles the user’s queries coming from the Front End layer. Moreover, it
makes use of different sorts of inference engines to execute the rules proper to a
given application. “Knowledge exploitation” means that, starting from the
conceptual representation of the world and from the results of the inference
engines, it is possible to improve both the breadth and the depth of the
knowledge of the environment. The module can get, e.g., new/richer informa-
tion about detected events, or pro-actively move the sensors to acquire new
significant information.

• Communication module: This enables asynchronous communications among the
layers. Some Core’s internal components can however communicate directly via
synchronous services or internal messaging systems.

4.2 Creating and Utilizing the GWEs Structures

See again, for more detailed information [2, 3].

Input entities. We deal here with the identification and the accurate characteri-
zation of all the possible input entities coming into a GWEs-based system from
(an) external data stream(s) and to be transformed into GWEs. These entities can
correspond to static objects, persons, multimedia information but also to spatio/
temporally bounded events/situations/circumstances to be converted into structured
GWEs. The original data stream(s) can be generated from a variety of different
hardware-based sensors of different levels of complexity, including RFIDs, contact
switches and pressure mats, cameras, LIDARs, radars, Wireless Sensor Networks
(WSNSs), etc. Infrared sensors and 3-D video tracking systems can be used for
detecting and tracking the presence and activities of given entities; audio signals
can prove useful in order to classify the interactions among people. All the original
entities—including those corresponding to complex situations/events—must:

• be endowed with a (provisional) identifier (e.g., URI-like), to be transformed
into a specific instance label, like aal9.g1 or ROBOT_1 above, during the
following recognition/categorization phase;

• be provided with a set of features/properties to be computed in real time;
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• be equipped with some interface allowing them to communicate/be integrated
with other entities.

Extracting the initial characteristic features (identifiable attributes/properties) of
the input entities by analyzing the output of several sensors—for temperature,
motion, localization (RFID, GPS…), weight etc.—is a complex activity that can
benefit of various integrated techniques. For example, with respect to the physical
objects, all sorts of analytical tools like first- and second-order derivative expres-
sions, Haar transforms, auto-regressive models and Canny-Deriche etc. filters (for
edge detection), local colour descriptors, global color histograms, (syntactic) pattern
recognition techniques and discriminant factor analysis (for identify movements)
etc. can be used. For the detection and tracking of human beings, traditional
symbolic approaches grounded, e.g., on the use of geons (simple 3-D geometric
primitives for the torso, the head, upper and lower arms etc.) are now replaced by
the use of up-to-date commercial systems based on RGB-D (Red Green Blue +
Depth) and time-of-flight sensors and enabling advanced gesture, facial and voice
recognition—such as Kinect [75], SoftKinetic, and Leap Motion.

Independently from the techniques used to identify the input entities and their
type it is evident that, for real scenarios beyond a certain level of complexity, the
sensor layer module will never be able to deliver perfect and complete information.
What this layer can realistically provide will be, in many cases, some low-level
partial and inaccurate information (about positions, pressures, etc. and low-level
events in general) with an associated confidence or probability distribution. This
information can be processed using tools like Bayesian networks and
Dempster-Shafer methods whilst delaying the selection of a final solution to the
utilization of high-level inference techniques. Note also that Kalman filters [76] are
today largely used for dealing with uncertainty in IoT-related applications like time
series analysis in signal processing and motion planning and control and trajectory
optimization in robotics [77].

To conclude, we remark that all the above techniques can be successfully used
one by one to identify independent entities corresponding to single GWEs and their
characteristic features—e.g., by reconstructing the constitutive elements, edges,
corners, interest points, curvatures etc. of a squared_object like a table. The situ-
ation is different when we must identify the characteristics of complex events,
situations and circumstances and their behavioural properties that correspond to
structured GWEs—e.g., by describing at the feature level a complex event that will
give rise to a GWE representing an entity_ that MOVE(s) towards a squared_object.
In the most complex cases the execution of inference operations is then required,
implying the use of the modelling of events and situations components of the world
model.

Ontological/conceptual representation of the world. The ontological/conceptual
model utilized for the representation of the world must be general enough to
describe both the static/background and the dynamic/foreground characteristics/
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features/properties… of the GWEs. Taking into account the discussion developed in
Sect. 3.1 above, this model must be able to represent, at the same time:

• Those stable, self-contained, a priori and basic notions (terminological knowl-
edge) that can be assumed, at least in the short time, as a-temporal and uni-
versal. A characteristic of these notions concerns the fact that their associated
definitions/descriptions in terms of properties are not subject to change, at least
within the framework of a given IoT application. In the following, for the sake
of simplicity, we will refer to them as the background knowledge.

• The complex and structured (dynamic knowledge) information designating the
multiple, interpersonal, unpredictable and strongly spatio-temporal character-
ized behaviours proper to sets of interrelated, specific background knowledge
entities like Mary, robot, message and pills in the example of Sect. 3.1. This
knowledge is typically structured into elementary events like “The robot sends a
message to Mary” or “Mary must take her pills”. We refer to this temporally
characterized and in progress information as the foreground knowledge.

The modelling of the simplest, background GWEs like physical objects as tables,
cars, bottles or vegetables—but also temperatures, light levels, pressures etc.—can be
easily realized by using a standard ontology. Several ontologies of objects can be
found on the Web, see the SSN ontology; the majority of them are in RDF/OWL
format or have bridges towards a SW format. Even if a W3C/SW format is not
mandatory—and its adoption could cause logical consistency problems with respect
to the n-ary representation principles generally adopted in a GWEs context—the
adoption of an RDF(S)/OWL solution for the background knowledge could be quite
reasonable. This choice will allow us to profit from the several W3C/SW tools
(RACER, Pellet, FaCT++…) existing on themarket and committed to facilitating the
set up and the coherence checking of standard ontologies. Note the, as already stated,
NKRL is endowed with its own “standard” ontology, HClass (ontology of classes).

With respect to the formalization of the foreground knowledge (events/
situations/circumstances etc.) where the above static entities are involved, stan-
dard ontologies and RDF(S)/OWL solutions are not sufficient (see the discussion in
Sect. 2.3). More complex and powerful conceptual structures should then be used
to describe the interrelationships of the elementary, basic entities involved in the
events/situations/…, see the relations between the robot and the ageing person, or
the ageing person and the pills. Such conceptual structures correspond, e.g., to
NKRL’s templates—see those used in the encoding of the Sect. 3.1 example. As
already stated templates—collected into a HTemp hierarchy—correspond to formal
descriptions of general classes of dynamic structured entities denoting events/
situations/circumstances/behaviors that are based on the notions of semantic
predicate (like MOVE) and functional roles (like SUBJ(ect), OBJ(ect)…).

This solution provides also the advantage of allowing the structured GWEs
(instances of general templates) to be linked in turn into more complex conceptual
structures making use of Higher Order Logic (HOL) tools. An example is given in
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Table 1; see also the “completive” and “binding” constructions in Sect. 3.1. Note
that this sort of HOL mechanisms is largely used in NKRL to represent complex
scenarios of the intention/willingness/behavior type.

Some simple auto-evolving possibilities of the “representation of the world”
model—in practice, the possibility of progressively and semi-automatically adding
new conceptual entities to the HClass-like hierarchies—must also be foreseen.
These possibilities could be (at least partially) based on the facilities for dealing
with the “subsumption” phenomena proper to the W3C/SW “reasoners”, see
[3: 136–137] in this context.

Full recognition and categorization of the GWEs. The conceptual representation
of the world mentioned above will be used in association with a set of inference
rules to recognize/categorize the GWEs corresponding to the input entities.

In a GWEs context, recognizing/categorizing signifies to create a correspon-
dence (recognizing as instances) between the real entities (objects, events, rela-
tionships, situations, circumstances etc.) coming from the external environment and
the high level conceptual and ontological representations proper to the (digital)
world model proposed in the previous sub-section. Note that being able of
implementing a full recognition and categorization of GWEs represents a particu-
larly difficult task. In fact, there is no warranty in general that the information
available in the original external environment could be sufficient to execute the
recognition task in a sufficiently complete way—and this independently from the
level of completeness of the ontologies. For instance, sensing and inferencing
operations might not be capable of fully categorizing a table, leading then to the
instance SQUARE_OBJECT_1 for an incoming GWE instead of the correct
TABLE_1 (or TOFFEE_BOX_1) instance. When stored knowledge is not sufficient
for defining a complete state of the environment, sensors can be pro-actively
directed to get missing information—when this is possible of course, e.g., when
sensors are mounted on a mobile robot.

The recognition/categorization activities will be implemented in two subsequent
phases. In a first one, the raw descriptions of the input entities that concern some
(extended) physical objects category will be unified with the conceptual entities
included in the background (i.e., standard) component of the world model intro-
duced previously. This will be realized making use, mainly, of a semantic-based
reasoning system able to match, in the best possible way, the low-level features
(properties/attributes) attached initially to the input entities with the semantic
properties of the general concepts included in this background component. This
conceptual unification activity must be supported utilizing the usual, algorithmic
machine learning techniques used to recognize an object through a comparison of
the associated features with those of standard objects stored in a database, see
methodologies like SIFT, Scale Invariant Feature Transform [78, 79], SURF,
Speeded-Up Robust Features [80], HOG, Histograms of Oriented Gradients [81],
etc. Note also that this first phase procedure is equivalent to semantically annotate
input entities (input sensor data) with concepts associated with standard ontolo-
gies. This topic has been dealt with in several Computer Science domains;
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in a specific IoT/WoT context, a particularly interesting solution has been proposed
in [48]. As mentioned in Sect. 2.2, this approach is based on the Semantic Gateway
as Service (SGS) as a bridge between the physical world and the high-level layers
of an IoT/WoT system, and on semantic annotation procedures of sensor data using
the Semantic Sensor Network (SSN) ontology. See also, in an (IoT/WoT-oriented)
Semantic Web annotation context, well-known works like [5, 53], etc.

The procedures utilized for recognizing the external entities represented by
contexts, events, situations, circumstances—i.e., for building up the corresponding
structured GWEs making use of the dynamic/foreground component of the world
model—consist in a multi-steps process based mainly on the results of the previous
process of recognition of the physical/static/background GWEs. In the presence,
e.g., of an event of the Move:StructuredInformation type, and before being able to
add in the dynamic component of the world model a new GWE corresponding to an
event of this type (see, e.g., the GWE aal9.g1 of Table 1), we must:

• Identify the possible concept/instances that, in the case of this example, are
candidate to fill the SUBJ(ect), OBJ(ect), BEN(e)F(iciary), MODAL(ity)—and
others in case—functional roles associated with the MOVE predicate.

• Verify that these potential fillers satisfy the constraints associated with the above
roles. This means to verify that, e.g., a GWE labelled as ROBOT_1 in the
previous, background categorization phase, really correspond to an instance of
the human_being/robot_ concept in the static/background component of the
world model. A constraint of this type is associated, in fact, to the filler of the
SUBJ(ect) role in the NKRL Move:StructuredInformation template. In the same
way, the filler of the OBJ(ect) role must be a structured GWE label (like aal9.g2
in Table 1), the filler of the BENF role an instance of the human_being concept,
etc.

• Verify the global coherence of the new structured, dynamic/foreground GWE
against the global situation dealt with. This means verifying that, as in the
example of Table 1, this GWE corresponds really to the action of addressing a
message to Mary or, in a following phase, to an action performed by Mary in
consequence of the previous message.

It is also possible that, when dealing with categorization of foreground entities, a
pure cognitive-driven approach could not be sufficient to decode the correspondence
problem in the most complex situations. Robotics-oriented solutions built up, e.g.,
on temporal constraint propagation principle—see, e.g., those used in PEIS,
Physically Embedded Intelligent Systems [82], for situation recognition—could
then be combined with the cognitive ones to give rise to an optimized result.

Reasoning about the full recognized situations. When all the GWEs (corre-
sponding to objects, agents, situations, circumstances, complex events and sce-
narios, behaviors, contexts etc.) have been created, we can use the general world
description enriched with all of them to take decisions (such as event processing to
choose which goal to pursue, or to change the current plan). In case, physical
actions (like opening/closing gates/doors, allowing/disallowing switches etc.)
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on the external environment must also be foreseen. In a GWEs context, these
reasoning activities—realized, mainly, under the form of inference procedures—
can be seen as the carrying out of a set of services.

In an IoT/WoT context, inferencing is often implemented according to for-
malisms based on probabilistic principles as the Bayesian Inference or the
Dempster-Shafer theory. Techniques of this type are also used in a GWEs context
to solve specific problems (see above in this section). However, in agreement with
GWEs’ grounding on a high-level ontological approach, “reasoning” and “infer-
encing” are implemented here, mainly, according to a symbolic approach, see
Sect. 3.2 above. GWEs’ inference procedures make use, then, of a system of
generalized “if/then rules” similar to the rule sets utilized in the commercial
Business Rules Engines (BREs) solutions. An overview of the general problems
associated with the development of (mainly symbolic) advanced rule-based tools
can be found in [83].

Examples of “services” implemented under the form of inference scenarios can
concern, among many others:

• Avoiding and managing critical situations. This type of inference refers to
situations like that schematically illustrated in [2], where the goal of the
GWE-based application consists in preventing a dependent person with vision
troubles (or a robot or a baby) to collide with potentially dangerous objects. The
same type of inference can be easily generalized in a context of homeland
security, of driving control, of exploration of unknown territories by a rover, of
butler robots, of crisis situations etc.

• Planning. These reasoning activities could concern the optimization, e.g., of the
supervision tasks of an ageing person, or the creation of a buying path within a
supermarket, or the simple provision a cold drink. Planning includes prioritizing
the goals, establishing when goals are complete, defining when the system is
required to re-plan, etc. This type of activity concerns a wide set of GWEs
applications.

• Monitoring. Monitoring concerns as well a large class of possible applications,
from those concerning an elderly person in homecare after hospitalization to the
anticipation of terrorism activities, decontamination of lands and buildings,
identity management, gas/oil plants control, etc.; see, e.g., [84]. In all the
monitoring cases, different independent GWEs of different degrees of com-
plexity must be identified/categorized, and then aggregated/correlated to denote
complex events/situations.

• Intentions/behaviors detection. Inferences of this type have normally (but not
necessarily) GWEs of the human type as central characters. They can be
associated with monitoring activities when, in an elderly monitoring situation
for example, it is necessary to infer from the actions of the old person her/his
(may be risky) real intentions, or when the hostile purposes of an intruder must
be detected. They also concern a wide range of “sociological” applications like
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detecting particular behaviors in young people, deducing attitudes towards
health related fields like leisure, exercise or diet, implementing perspectives
studies concerning the behavior of shoppers or intentions of (human/automatic)
drivers, etc.

5 Conclusion

The GWEs paradigm concerns an innovative understanding of the general SWOT
aims where the possibility of: (i) interpreting the environmental and context
information, (ii) detecting information related to human intentions/behaviors,
(iii) enabling human-like inferences and multi-modal interactions, and eventually
(iv) acting on behalf of the users purposes are particularly important. The key
property of GWEs is linked to the fact they are not limited to physical objects (as it
is still normal within an IoT context). Rather, this paradigm supplies a uniform
formalism (a uniform context) for describing objects, agents, events, situations,
circumstances behaviors etc. and their evolution in time, as well as the relations
among all these entities.

In this chapter, we have presented first a quick picture of the present state of the
art in the so-called SWOT (Semantic Web of Things) domain by discussing briefly,
in particular, the shortcomings associated with the uniform use of W3C/SW solu-
tions in this domain. We have then illustrated in some detail, using a simple
example, the main principles supporting the GWEs approach, and the use in this
context of NKRL, the Narrative Knowledge Representation Language. Examples of
the practical utilization of the GWEs paradigm under NKRL format have allowed
us to discuss the inferential aspects of this paradigm. An architecture for
GWEs-based systems has been displayed, along with a sketchy explanation of the
steps required to pass from information collected at the raw sensor level to GWEs
described at semantic/conceptual level and exploitable then for advanced inference
procedures.
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Applications of IoT in Healthcare

Prabha Susy Mathew, Anitha S. Pillai and Vasile Palade

Abstract Internet of Things or IoT is an ecosystem of different physical objects
provided with unique identifiers embedded with electronics, software, sensors and
network connectivity which enables these objects to collect and exchange data
without human intervention. The different technologies comprising IoT are Wire-
less sensor network, Cloud Computing, Micro-electromechanical systems (MEMS),
Semantic technologies and future Internet. This concept makes it possible for the
devices to be connected all the time everywhere, so it can also be referred to as
Internet of Everything. Health care or Healthcare is the improvement of health in
human beings by diagnosis, treatment and prevention of diseases, injury, and
accidents, physical and mental impairments. It helps in the general physical, mental
health and well being of people around the world. It comprises all the work done by
Health professional in improving the primary care, secondary care and tertiary care
of public. This chapter focuses on how the capabilities of Internet of things (IoT)
can be leveraged in providing better Healthcare. In this chapter, various applications
of IoT in healthcare as well as the challenges in the implementation are highlighted.

Keywords IoT ⋅ Predictive analytics ⋅ Telemetry ⋅ WSN

P. S. Mathew (✉) ⋅ A. S. Pillai
Hindustan University, Chennai, India
e-mail: prabha.susan102@gmail.com

A. S. Pillai
e-mail: anithasp@hindustanuniv.ac.in

V. Palade
Coventry University, Coventry, UK
e-mail: vasile.palade@conventry.ac.uk

© Springer International Publishing AG 2018
A. K. Sangaiah et al. (eds.), Cognitive Computing for Big Data Systems Over IoT,
Lecture Notes on Data Engineering and Communications Technologies 14,
https://doi.org/10.1007/978-3-319-70688-7_11

263



1 Introduction

The demand for connected devices is found across multiple industries today. IoT
has a plethora of applications in healthcare, like remote monitoring of patients
health, tracking patients and equipments within the healthcare organization, smart
beds to detect the occupancy, smart pill dispensers to monitor the patients intake of
medicine and to send alert message to the care taker, etc. IoT can also provide early
detection of certain health conditions of patients and provide rapid response to
medical emergencies even so when the patient is on the move [1]. IoT technologies
can help the healthcare organizations to reduce the cost by use of equipment
tracking systems [2]. In addition, it can provide personalized care to patients,
thereby improving the quality of healthcare services.

This chapter focuses on how the capabilities of the Internet of things (IoT) can
be leveraged in providing better healthcare. It also discusses the key enabling
technologies of the IoT (e.g., sensors and Wireless Sensor Networks (WSN)) , their
characteristics and challenges.

The rest of the chapter is structured as follows. Section 2 discuss IOT in patient
monitoring and Sect. 3 in Drugs and equipment monitoring. Sections 4 and 5 talks
about IOT enabled maintenance of the medical equipment and cognitive comput-
ing. Section 6 presents a Case study on IOT enabled Health care, Various IoT
implementation challenges pertaining to the healthcare sector is highlighted in
Sect. 7, and, finally, Sect. 8 discusses future research directions.

2 Remote Physiological Monitoring

Remote Physiological Monitoring (RPM) (also known as Remote Patient Moni-
toring) uses digital technologies to track patients’ vital signs and intervene if needed
while the patient is at home. Technological advancements in sensors, easy avail-
ability of cellular technology, and the declining costs of embedded communication
devices are opening up new avenues in the area of RPM. Organizations can
improve their clinical outcomes and quality of service in a cost effective manner.
It’s a real boon to elderly as it helps in cutting down the travel to hospitals. Some of
the essential physiological parameters like weight, blood pressure, heart rate, glu-
cose level, etc. could be monitored remotely and appropriate medical advices can be
given.

2.1 Technology Components

Figure 1 illustrates the key enabling technologies for patient monitoring systems.
Recent advancement in technologies such as Wireless Sensor Network, RFID,
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embedded sensors, actuator nodes and micro-controllers, Cloud Computing; Smart
phones have transformed the way in which traditionally the patients are now
unobtrusively monitored.

2.2 Remote Monitoring Tools

The health monitoring tools monitor patient’s vital signs, collect and forward the
data electronically to the healthcare provider in a different location for assessment
and medical assistance in the form of recommendations. Remote monitoring tools,
such as glucose meter for measuring diabetes, pulse meter to check patients pulse
rate, accelerometer (which is a movement monitoring sensor) are used to keep track
of the patient’s physical activity. Smart Phones, tablets, PDAs, computers are used
to send the data to the central database where it can be viewed and analyzed by the
healthcare provider.

2.3 Sensors

The sensors may be attached onto a patient’s clothing, embedded in a watch, shoe,
clothing, mattress, etc., or placed in a home in form of a motion sensor [3, 4]. The
medical sensors can be classified into sensors that measure physiological

Fig. 1 Enablers of remote patient monitoring systems
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parameters and sensors that measures external environment, also known as ambient
sensors. Figure 2 depicts the characteristic features of physiological and ambient
sensors. The physiological sensors can be either wearable or implantable and are
used to measure vital signs such as temperature, blood oxygen saturations, heart
beat rate and pressure. The ambient sensors measures parameters such as the room
temperature, light, sound and to detect falls.

Accelerometer: It is a device which measures the acceleration of a moving body.
In healthcare applications it is used to observe and record body poster of the patient.
It is also used to sense falls especially in cases where patients who are confined to
bed.

Humidity and Temperature sensor: This type of sensor can be used to measure
body temperature of the patient or that of the surrounding/external environment.
The temperature measuring sensors can be either contact or contactless type
sensors.

Sweat sensor: The biomarkers present in the sweat provide a wealth of infor-
mation on sodium, chloride, potassium, glucose, amino acids, etc. It is very
effective in the diagnose of diseases such as cystic fibrosis. Many instances of
wearable sensors that are integrated to the textile have been used by athletes and
patient to get information from their body fluids.

Respiration sensor: Respiration sensor can be an optical sensor used to monitor a
patient during magnetic resonance image scanning. Respiratory rate monitoring is
very effective for ambulatory measurements and is often used to monitor diseases
such as sleep apnea or Chronic Obstructive Pulmonary Disease (COPD).

Blood glucose sensor: Glucose monitoring sensors are very crucial for diabetes
patient to continuously monitor the glucose levels in interstitial fluids. These
devices can be a bio-implant, which is implanted underneath the skin or a
non-invasive device using infrared, optical sensors or ultrasound technologies.

Fig. 2 Physiological and ambient sensors some of the most commonly used body sensors are [3,
5]
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Blood pressure sensor: High blood pressure leads to heart attacks, stroke etc. and
blood pressure can change every minute, thereby requiring continuous monitoring.
Wearable sensors that use pulse wave method give accurate reading without the
need of any examiner as in the traditional way of examination [6].

Electrocardiogram sensor: ECG sensors measure the electrical impulse through
heart muscles. ECG sensors use electrodes which must make contact with the skin.

Pulse oximetry sensor: Pulse oximetry is a sensor that uses non-invasive tech-
nique for measuring oxygenated hemoglobin in the blood. It is attached to fingertip
of the patient from where the light wave is passed through the blood vessels. The
variation of the light wave passing through gives the SpO2 measurement.

2.4 Ambulance Fitted with Sensors

In many cases of emergency, it is very difficult to perform diagnosis and treatment
procedures during ambulance transport. This leads to a delay in the patient’s
diagnosis and treatment until arrival at the hospital. Patient often lose their lives in
the ambulance due to the lack of necessary support systems during transportation
while they are in the ambulance. Recent advancements in healthcare, reduced
communication cost and a lot of research in the healthcare domain has led to
improvement in quality of care provided to patients.

Ambulance telemetry is one such advancement where the automatic measure-
ment and wireless transmission of vital data of patients inside an ambulance is made
available to the doctors or medical centers for making critical treatment related
decisions. Ambulance is fitted with sensors to capture the data; the data collected is
passed on to the healthcare centers, thereby getting the necessary aid while the
patient is still in the ambulance.

The ambulance telemetry uses several technologies to remotely provide patient
the treatment and monitoring the vitals, while the critically ill patient is being
transported to the hospital through ambulance [1, 7].

Polycam/Web Camera: One of the devices which are very useful for consultation
from remote location is a polycam. A polycam can be connected to the network
lines and to the TV at the medical facility/ambulance to monitor the patient vitals,
such as heart rate etc. A web camera is often used as an alternative to polycam.

Internet: Once the healthcare organization’s portal receives the vital parameters
of the patient sent from the ambulance, they can be used for online consultation
with doctors so that critically ill patient gets timely treatment while on the way to
the hospital.

Wireless communication: Wireless technology has become an integral part of
IoT based systems where devices communicate with each other from remote
locations. Some of the communication devices used is Smartphone, GPS (Global
Positioning System) units, Zigbee technology, Wi-Fi, Bluetooth etc. In a remote
patient monitoring system the data collected from the sensor nodes are transmitted
through wireless communication technologies, such as Zigbee or low-power
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Bluetooth, to the concentrator or the IoT gateway where the data is further
aggregated and transferred to the cloud for analysis [8]. Zigbee is designed for less
power consumption and long battery life, making it the most desired device for
remote sensing and monitoring applications.

2.5 Benefits of Using Remote Monitoring Devices

Remote Monitoring devices provide potential benefits to elderly patients, chroni-
cally ill as well as patients with mobility issues. It also helps healthcare professional
to review patient’s data from a remote location and intervene if needed.

Reduced Hospital Readmission: Remote monitoring devices can be both wear-
able and ambient sensors which are used to collect patient’s health related data and
alert the healthcare provider in case of a variation with respect to the threshold set
for individual patients. This allows a timely intervention by the healthcare provider,
thereby reducing the hospital admissions.

It helps patients manage their health data: Remote monitoring can help the
patient to understand his/her own health condition and in certain cases, such as
diabetes, self-administer the medicine when needed. Patient is always aware of the
health condition, so can adopt healthier lifestyles.

Reduced travel time: Remote monitoring devices are of great help to patient in
rural areas and those who have mobility issues. As the patients health parameters
are continuously monitored by healthcare professionals from remote site, the need
to be physically present at the medical facilities is not there anymore.

3 Sensor Enabled Drug and Equipment Tracking

Tracking drugs, patients and devices are becoming a very important aspect of
healthcare industry as it promises to reduce cost and deliver quality treatment to
patients. The ability to track the medical devices and the intake of medicine by
patients will help care providers to manage their expenditure. The continuous
streaming data coming from the tracking devices can be used to manage a number
of chronic diseases effectively thereby reducing the healthcare cost.

3.1 Sensor Enabled Pills

Sensor enabled pills gives better insights on how deal with complex and chronic
disease conditions. It enables the doctor to provide specific or tailor made treatment
that suits the needs of individual patients [9, 10]. The ingestible pill on consumption
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captures the status of vital health parameters but also sends the data to wearable
device, which further sends it as a report to cloud where the healthcare providers
can diagnose the disease and identify the effect of the drug on the vital organs.

Along with the regular medication the patient is prescribed sensor enabled pills
that contains ingestible sensors. Once the sensor enabled pill is consumed by the
patient it reaches the patient’s stomach and sends signals on vital signs to the
wearable device of the patient. The wearable records all the vital signs of the patient
and relay it to both the patient and the healthcare professionals. Using this infor-
mation, healthcare providers can monitor patients, track their activities and plan
appropriate plan for the patients.

3.2 Smart Pill Bottles

Taking medicines at the right time would ensure well being in patient’s health.
Elderly patients often forget to take their pill and skip the dosage, which could lead
to serious health conditions especially for a chronically ill patient.

A solution to this problem is use of sensor enabled smart pill bottles that rec-
ognizes when the patient has missed to take the medication and provides real time
alert messages to caregivers and health care provides on non-adherence. Wireless
and power efficient intelligent pill bottles with integrated cell phone technology
enables patients’ adherence to taking right dose of medicine at the right time. The
pill bottle not just ensures patients take medication on time but also increases
revenue for pharmaceutical companies, which otherwise it would result in lost sales
for pharmaceutical companies. The Adhere Tech’s smart pill dispenser solution
monitors dosage in real-time, by keeping patients continually on track. It can alert
patients when it’s time to take their medicine, either through a phone call or text, or
via blinking light directly in the bottle. It also helps by monitoring when the bottle
was opened and how many pills were taken.

3.3 Medication Error Reduction Using RFID

Radio Frequency Identification technology is often used as a medical management
solution for improving the functioning of operations within the pharmacy and for
improving patient care and safety [11].

RFID is used for drug management, especially in monitoring the drugs stock
level. There are several drugs that are rarely administered to the patient but have to
be ready and available in the hospital such as ant venom, rabies etc. These
medicines have a short shelf life, are slow-moving and are expensive too, resulting
in a need to closely monitor their stock levels. This task, when manually done, takes
more time and the error rates are high. RFID based drug management system is
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used by pharmaceuticals to automate their restocking process and has been found to
be a proven solution to reduce the time, error rates and increase the efficiency within
the hospital pharmacy. Each of the medication trays/containers are attached with an
RFID tag, which contains information such as the name of the drug, manufacturer’s
name, drug identification number, lot number and expiry date. The system peri-
odically scans the tray and compares the details against the trays assigned quantities
and drugs. It then generates a report about the drugs consumed, expired or about to
expire and so on within seconds, so that appropriate actions can be initiated.

Healthcare is one such organization where accurate prediction of required sup-
plies is difficult to plan ahead of time as the type of care or treatment required is not
known in advance. As there is no definitive system to monitor inventory supplies,
such as consumables, lab supplies and medications, they are often misplaced, lost or
expired leading to inaccurate inventories and unnecessary last minute orders. Such
unplanned rush orders increases the expenditure. RFID enable refrigerators and
storage cabinets can continuously monitor the inventory levels and alerts the user if
the inventory level reaches the minimum level, provides an alert for products
reaching expiry, thereby allowing timely restocking, and it ensures critical supplies
are available for patient care.

3.4 Equipment Tracking

Regularly scheduled maintenance of equipments, especially medical equipments
are crucial for healthcare organizations. Yet in many hospitals, the majority of the
time is spent on locating equipment, or it may be found that the equipment is in use
and hence unable for servicing during the designated time. Even a slightest break
down in power supply or malfunctioning of a life saving equipment functioning can
bring about a catastrophic effect on the functioning of the hospital. Asset tracking
system can alert the staff on the periodic repair or the replacement of the equipment.

Managing thousands of costly stationary and mobile equipments in a hospital is
highly challenging. A mechanism to monitor and keep track of all these equipment
could prove to be a useful solution. The right equipment when made available at the
right time can prove to be extremely important to optimize supply of assets that can
be life saving when dealing with critically ill patients [2].

In hospitals, often moveable assets, such as hospital beds, IV pumps, blood,
stretchers, ECG machines, ventilators and other such assets are often misplaced or
lost. It is common for hospitals to lose some percentage of its equipment annually
as a hospital is a huge organization and many departments share equipments,
making it difficult to track and locate assets. In places like hospitals, where life
threatening emergencies can come any time, it becomes very important to keep a
track of critical equipment, so that the efficiency of patient care is improved.
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3.5 Availability Monitoring of Equipments

The majority of the asset tracking solutions uses RFID technology to keep track of
their equipment. RFID labels are attached to the equipment, such as patient’s bed,
stretchers, etc., which can then be traced through RFID readers in real time. The
user can have the software downloaded either on mobile or on a system which can
then enable the user to view the details and also to get location details of each of the
equipments that are having an RFID tag. The user can track and locate equipments
effortlessly and within a matter of few seconds. Such system reduces the search time
of equipment due to real time location visibility of the equipment.

3.5.1 Tracking Equipment

In hospitals, which are huge organizations, with multiple floors, thousands of
patients, staff and assets, tracking of equipment becomes more important than in
other healthcare organizations. The asset tracking systems based on RFID uses all
types of RFID technologies including active RFID, passive RFID, Real Time
Location Systems (RTLS) and Wi-Fi [12, 13].

Different types of systems that are used for asset tracking are (Table 1).

Table 1 Asset tracking systems

Type Range Use case in healthcare

Passive RFID 5 m Management of high cost Medical
devices

Semi-passive
RFID

Up to 20 m Used where sensor data needs to be
tracked with the asset

Active RFID Up to 20–100 m Asset Management, Drug
Management, Track Vaccines

Real Time
Location systems
(RTLS)

Up to 100 m Asset Management, Temperature
and Blood Bank supply monitoring,
Personnel locating, tracking both
Employees and Equipment

WIFI Read range is between 50 and
100 m, Social networking as
mentioned in [14, 15] are

For security, personnel and patient
tracking

NFC (Near Field
Communication)

20 cm read range Near Field Communication (NFC)
enabled Mobile phones can be used
to effectively administer medication
at patient’s bedside

GPS (Global
Positioning
System)

Longer than RFID Technology GPS Tracking for Medical supplies
and equipments no matter where
they are located
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3.6 Optimize Asset Usage

Asset tracking systems not just makes the location of the asset available but also
gives the availability status, such as on/off, sterilized/unsterile, in-use/free, which
proves to be very useful in managing and using the available resources effectively.
IoT based asset management systems that uses Artificial Neural Network
(ANN) and FL (Fuzzy Logic) approaches are used for demand forecasting of assets
both for normal and abnormal conditions [16]. Systems as these can help optimize
asset usage, as it collects data about the equipment utilization and movement for
effective allocation of the equipment to the patient based on priority. Location based
equipment utilizations details would be beneficial for an accurate demand fore-
casting of assets.

3.7 Benefits of Asset Tracking in Healthcare

• Reduces equipment search time
• Improves inventory management with reduction in errors and cost resulting due

to last minute orders.
• As the staff can easily get information, such as availability and location of

life-saving and critical care equipment, search time is saved and faster patient
care is possible.

• Efficient staff and resource allocation.
• Enables visibility of equipments across the healthcare organization.
• Alerts for equipment would result in timely maintenance and effective utilization

of equipments. Real time inventory management reduces the risk of out-of-stock
situation.

• Ambulatory patients can be tracked while they move through the facility thereby
making it easy to locate them for treatment.

• IT equipments can be tracked for improved security, as lost IT equipment would
also mean loss of confidential healthcare data.

3.8 Smart Access

Access control is required to grant or deny access to restricted areas round the clock
across the healthcare unit. Controlled access must be provided in areas such as
consultation rooms, emergency room, store rooms, maternity area, pediatric area,
operation theatre, intensive care units, pharmacy, parking garage and even server
racks. Healthcare facilities are growing, they provide services round the clock and
their facilities are publicly accessible security becomes a major concern. Access
control devices, such as doors alarms, locks, biometric based entry, are evolving to
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meet the new age threats [17]. Solutions that comply with the security requirements
in healthcare, such as Health Insurance Portability and Accountability (HIPPA), are
what the access control systems must provide. Healthcare officials need to ensure
security and safety of confidential records of their patients, violence against their
hospital staff and patients, prisoners/psychiatric care patient eloping from the
facility, theft of equipments/documents, electrical fires, monitoring infants etc.
Access control system from Kaba allows the hospital to trigger either full or partial
shutdown in matter of seconds. It also provides other useful features such as
scheduling management, IP and CCTV camera integration, visitor to the facility
management, etc. Another similar system provides limited access and control to
visitors and patients while giving free access to hospital staff. Some systems pro-
vide access control via Ethernet to form a fully integrated solution [18] to ensure
safety and security in the healthcare organization, some of the commonly used
components are: access control, CCTV, infant tagging, asset management, smart
cards, intrusion detection systems, mass notification systems, intelligent electronic
locks, alarm system, etc.

3.9 Intelligent Security Management

Intelligent and integrated security management systems can greatly benefit the
healthcare organizations by providing them valuable insights to act upon in a timely
manner. Power outages, electrical circuit overloads, clogged air filters, and theft of
equipments and inadequately maintained ventilations could cost a lot not just to the
hospital budget but also to the patient’s health. Intelligent systems that could
monitor and maintain humidity, ventilation, air pressure, electrical circuits for
overload, tagged medical equipments, can prevent electrical fires, minimize the
maintenance personnel for ventilation systems, reduces time taken to locate
equipment and optimizes use of hospital resources. Intelligent electronics lock with
access control provides real time access monitoring, ensuring greater security.

3.10 Card Readers

In recent times the demand for multi-technology card readers by the healthcare
organizations has increased. Smart card readers provide staff the benefit of using
one identification card to access multiple facilities within the healthcare organiza-
tion. Healthcare professionals need to move from one facility to another, and during
such times the patient data on the workstation can be compromised. Smart card
readers ensure the security of patient data without compromising on the mobility of
the healthcare professionals. The healthcare professionals need to authenticate
themselves by keying in their pin number. High risk areas can be integrated with
card reader and iris biometric reader for additional security.
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4 Equipment Maintenance Using IoT

For healthcare organizations, the medical equipments are crucial in the prevention,
diagnosis and treatment of illness. As these equipments directly affect the lives of
humans, considerably care has to be taken for its right functioning. Traditional
methods, such as fixing the maintenance schedules based on duration and having
excessive inventory of parts to reduce the downtime, contributed to increase in
operational cost and inefficient execution. Maintenance of equipments can be
classified in two types:

Corrective maintenance: Corrective maintenance is done in the event of an
equipment breakdown

Preventive maintenance: Preventive maintenance is a well planned and sched-
uled checking of the equipment to correct minor problems to avoid breakdown of
the equipment. It aims to extend the life of the equipment and reduce the breakdown
rates of a device.

The medical equipments are getting more and more sophisticated and special-
ized, making the maintenance of medical equipments a difficult task. These tech-
niques and real field data of the equipment are very crucial to determine the
condition of medical equipment which further facilitates in pr active maintenance.

4.1 Predictive and Preventive Maintenance Life Cycle

Predictive maintenance on the other hand is a forecasting technique to determine
the rate of failure of equipment or its component. Once the rate of failure is known,
the maintenance interval is then set so that components are replaced before the
occurrence of a failure. Predictive maintenance ensures that the equipment is reli-
able and safe to use [19].

Harnessing the power of the Internet of Things (IoT) one can avoid unplanned
downtime and dramatically maximize equipment uptime. With SAP (Systems,
Applications, and Products) Predictive Maintenance and Service, large volumes of
real time data can be analyzed and predictive insights can be applied—for gaining
insights needed to increase availability of asset and satisfaction levels.

4.2 Predictive Medical Equipment Malfunctions

Predictive maintenance deals with using corrective maintenance to prevent unex-
pected downtime of equipment. Predictive maintenance uses the right information at
the right context in the right time to avoid equipment failure. IoT based intercon-
nected systems basically collect the details about the condition of the equipment such
as uptime/downtime of the device, using a non-intrusive manner. Those data are then
used to measure and compute the equipment performance trends and will be used to
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accurately predict failures before actual failures take place. Predictive maintenance
reduces the unplanned maintenance, thereby keeping equipment in usable conditions
for a longer period of time and increasing the overall efficiency [20].

5 Design Challenges

Increasing interconnectivity and sharing of information can lead any system to
vulnerability. Data security and privacy are still challenges in any IoT-based sys-
tem. Although many security measures and privacy preserving algorithms are
available, newer challenges require us to constantly devise new mechanisms to
combat these issues. In Remote Patient Monitoring

5.1 Scalability

The devices of the IoT ecosystem in healthcare, especially the ones used for remote
patient monitoring generate huge volume and velocity of data that is in the order of
magnitude much larger than what is generated from the traditional systems. The
system should be scalable to store, process and analyze large amount of data to get
insight from the real time data that is remotely collected without latency. Tech-
nology, such as in-memory computing, provides solutions for integrating diverse
data from multiple sources and performs analytics in near real time with almost zero
latency [21].

5.2 Interoperability

A very crucial factor for an IoT based healthcare application lies in its ability to
seamlessly integrate with multiple connected devices from different manufacturers.
Gateways, IPV6 based solutions or standards such as IEEE 802.15.14 protocol
designed for low data rate and for low followed by manufacturers, can be used to
handle the issues pertaining to interoperability [22].

5.3 Connectivity and Reliability

As the numbers of devices connected to the internet are increasing, there is an
inherent need to scale up the IP addresses as the IoT scales up. IPV6 plays a crucial
role in IoT by providing 2138 IP addresses and features useful for deployment and
operations of IoT [22]. IoT is enabled by devices that generally have
low-performance properties due to their memory, energy and computation con-
straints. 6LoWPAN (IPV6 over Low Power Wireless Personal Area Network) has
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been defined to extend internet to devices with constraint. It provides features such
as scalability, end-to-end connectivity, mobility, flexibility, etc.

5.4 Privacy and Security

A major challenge of the healthcare data is to ensure security and privacy of the
patient’s data from being tampered, leaked or accessed by unauthorized people. The
main security and privacy requirements are with respect to authentication, integrity,
non-repudiation, authorization and confidentiality [23, 24].

5.5 In the Implementation of WSN

As described in [25], WSNs are composed of independent nodes having one or
more sensors, whose wireless communication takes place over limited frequency
and bandwidth. They are capable of collecting information of physical parameters,
such as temperature, humidity, condition of equipment from locations that are
difficult to reach or monitor and perform appropriate action. Every node in a
wireless sensor network consists of:

i. Sensor
ii. Micro-controller
iii. Memory
iv. Transceiver
v. Power Source

WSN has limited communication range and the storage in each of the sensor
node, so multi-hop transmission of information takes place between the source and
the base station. The data collected by the various sensors in the wireless sensor
network is then sent to the sink node for directed routing towards the centralized
control also known as base station. Due to the multi-hop transmission, data uses
different nodes to diversify the traffic load. The communication network formed by
the use of wireless radio transceivers facilitates data transmission between nodes.
Low power communication standard and selection of right propagation technique
can be used to extend distance and reliability in the network [26, 27].

5.6 Design and Development of Sensors

Wireless sensor networks are often being used in real time applications, which are
generally time bound and often critical. Designing of such system must ensure
scalability, energy efficiency, fault tolerance and security of the data.

276 P. S. Mathew et al.



5.7 Data Fusion and Storage

In a wireless sensor network, the main task of the sensor nodes is to collect data
periodically from the surrounding environment and aggregate and forward the data
to a base station or sink. Data collected from multiple sources can contribute to
storage of redundant data, as the same data may be available at different sources.
Proper strategies must be devised to eliminate storage of such duplicate data during
collection and transmission of data collected from sensors. WSN sensing data deals
with many physical dimensions of a data, such as temperature, pressure, humidity,
etc. IoT based intelligent systems require fusion processing of multidimensional
heterogeneous data. New approaches and advancement in information processing is
the key requirement for dealing with such multidimensional data in a WSN.

5.8 Energy Efficiency

Most of the applications of wireless sensor network use tiny sensors that collect
information about environment without human interference. These tiny sensors
have energy constraint as they are battery powered devices with small memory and
low processing power. There are several energy efficient data collection strategies,
such as data aggregation, routing protocols based on routing topologies, sleep-wake
scheduling, transmission power adjustments, etc., that have been implemented to
reduce the transmission energy expenditure [28]. TRAMA, T-MAC, and S-MAC
are energy efficient MAC protocols which reduce the energy consumption. Another
technique proposed by Rhee et al. [29] focuses on minimizing energy consumption
at various levels of the system, such as the node design, the physical layer com-
munications, MAC and network protocols and the system design. The technique
uses i-Bean Network, which is an ultra-low power WSN. The reduction in power
consumption is achieved by using techniques and schemes during node and net-
work design, such as Star Mesh network topology, dual processor, Multihop
Routing, use of progressive search.

6 Cognitive Computing in Healthcare Applications

Cognitive computing is simulation of human cognitive skills by using self learning
systems such as natural language processing, computer vision, pattern recognition,
data mining, deep learning, Machine learning algorithms, robotics, etc. to automate
tasks which would otherwise require human intelligence. Cognitive computing is
indispensible in our life, the human-machine interactions through IA (Intelligent
Agents) is one such example. IAs that is built with advanced Cognitive Computing
technologies are able to carry out more complex tasks. Apple’s Siri, Alexa, Google
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Assistant, Microsoft’s Cortana, Amazon’s Echo, Face book’s M, Jarvis are some of
the cognitive computing systems widely used for personal assistance [30, 31].

In a rapidly changing Health care system where better insight from the huge pool
of data, quality of service and patient care at a reduced cost is the need of the time,
cognitive technologies can be a game changer by automating tasks that usually
requires human intelligence, reducing cost, improving performance and efficiency.
Cognitive computing systems in healthcare can help the care providers take better
decisions based on the insights. These insights are derived by analyzing and
identifying patterns from the large and complex health care data. Cognitive systems
that are used in Healthcare are often complex systems using multiple technologies
such as Kafka, Spark, Hadoop, Smaza, Solr, and Cassandra, Hbase etc. to deal with
huge and diverse data. Cognitive analytics will prove to be the best for data driven
discoveries and decision making Cognitive IoT is the term that combine tech-
nologies such as cognitive computing and IoT. The diverse data collected from the
connected devices in IoT such as sensor data, unstructured textual data, images etc.
form the knowledge base for improved reasoning and decision making in a complex
data driven environment [32, 33] (Table 2).

6.1 Tools and Techniques of Cognitive Data Science

Cognitive computing deals with Understanding, disambiguation, learning, reasoning
and human-machine interaction so it relies on technologies such as voice recogni-
tion, Natural language processing, computer vision, neural networks, Bayesians
statistics, a range of machine learning methods, support vector machine, voting
algorithm, K nearest neighbor, random forest etc. and visualization [32, 34, 35].

Some of the tools and techniques used, and its application in cognitive data
science is as discussed in Table 3.

6.2 Benefits of Cognitive Computing for Advances in Health
Care

Cognitive technology in healthcare offers a wide range of benefits:

• Effective Communication: Improves communication between doctor and
patient.

• Manage Content collection: Extracts medical knowledge from different sources
(clinical trial reports, medical websites, etc.).

• Integrates diverse data: Cognitive technologies, integrates structured data with
unstructured information about patients, treatments, drugs, etc. that is collected
from multiple information centers.

• Personalized treatment—It help physicians make efficient diagnoses and treat-
ment by providing access to relevant information
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Table 2 Cognitive versus traditional computing

Cognitive computing Traditional computing

Data
source

Can process structured, semi-structured
and unstructured data

Not able to process unstructured
data

Operations Learning, Interference, etc. Rule based
Learning Self learning without being explicitly

programmed
It has to be reprogrammed to make
any change in rules

Output Highly trusted and consistent results
from huge and diverse data

Accuracy limited to the structured
data provided

Table 3 Tools and techniques of cognitive computing

Tools and techniques Purpose

Computer vision The ability of the computer to identify objects activity in visual
environments. It is used in Remote patient monitoring systems to
monitor patient with the help of camera. Medical imaging
technology using computer vision algorithms are used to analyze
mammogram image and identify potential abnormalities that
indicate breast cancer

Sensor processing Sensors provide information about the environment, physical
condition and position of the object it is attached to. In healthcare
it monitors and provides real time health parameters of the patient
to get better insight the condition of the patient and provide timely
assistance in case of variation

Speech recognition Helps in developing systems for customers self service by
recognizing speech. Engage customers by conversing with them
in natural language

Natural Language
processing (NLP)

Ability of the system to process the natural language which is
normally unstructured. Natural language processing helps in
understanding how language works; from written to spoken, to
understand its context and nuances and also to understand the
sentiment. In healthcare it is used to understand the context/
sentiment from the unstructured clinical text, email, blogs, etc.

Inference engines It is a computer program to gain inference by applying logical
rules on the knowledge base. It is used in many decision support
systems

Machine learning/Deep
learning

To get insights from diverse and unstructured data thereby helps
in improving diagnoses, predicting disease condition at an early
stage and providing solutions for personalized patient care

Expert systems It uses Artificial Intelligence to simulate human judgment and
behavior of a human in medical field it is of great help in
diagnoses and treatment of disease

Internet of Things (IoT) Interconnectivity of physical devices in order to access, collect,
analyzes and share information

Data Visualization Used to visualize patterns in huge and complex medical data to
improve clinical treatment decisions
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6.3 Challenges in Cognitive Automation

Cognitive computing is known for automatically guiding and providing right
inference to the user. Even though there are numerous advantages of cognitive
computing there are certain challenges that cannot be ignored [36, 37]. Some of the
challenges are:

Inference from the knowledge to guide automation: Efficiency of cognitive
systems depends on the data that is being fed in to the system. Huge amount of
structured and unstructured data has to be fed in to the system from which it can
learn and make inferences to guide automation. Due to continuous advancements
sometimes the data that is fed into the system may not be of use anymore. A so-
lution must be identified to bridge the gap between the constant advances in
knowledge and the time taken to codify it into the system for it to make right
inferences. Data from multiple sources can be ambiguous so adequate care must be
taken to remove any such ambiguities before the system could use the knowledge.

Lack of advanced computing skill: As this field is continuously evolving there is
ever growing need for skilled resources in the market.

Full potential of big data has yet to be realized: Big data provides a knowledge
base to the cognitive system which is collected from diverse locations and in
different formats both structured and unstructured which acts as a foundation for
making accurate and efficient decisions [23]. Associated with big data in healthcare
domain, which is known for its rich, diverse and ever growing data, are some
challenges.

Providing secure environment for integrating new data which is generating at a
great speed for accurate insights

Effective means to handle noisy data, as it makes drawing inference from such
data difficult and incorrect.

Embed cognitive computing into existing system: To gain useful insight and
deeply engaging experience the cognitive services should be integrated with the
existing system for complex discoveries and precise decision making. A lot of
research is still needed to integrate various technologies in order to interpret
massive amount of data.

7 Case Study Using Cognitive Computing in Healthcare

Case 1:
A case study reported from Japan in 2015 discusses the efficiency of cognitive
Intelligence in healthcare. A patient who was diagnosed with acute myeloid leu-
kemia, a type of blood cancer showed abnormally slow recovery
post-chemotherapy.

The hospital then decided to use cloud-based, Artificial Intelligence powered
IBM Watson to cross-check the woman’s genetic data with its database and
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millions of oncology based research papers from all over the world. Watson found
out in just 10 min what the real cause of her illness was; while scientists would
have taken nearly two weeks to identify the same. The patient was identified with a
rare secondary leukemia caused by myelodysplastic syndromes. On the basis of
Watson’s Inference, the change in treatment improved patient’s condition [38].

Case 2:
A solution developed by Aditi is based on the capabilities of IoT and Microsoft
Azure Cloud platform: Cloud-based Hospital Hygiene System. Often, Hospital-
Acquired Infections (HAI) can cause severe issues from both a clinical and eco-
nomic perspective, contributing to increasing healthcare expenditures. The study
reveals that nearly 20–40% of HAI gets transmitted from the hospital staff to
patients, and it has been discovered that hospital staff involving themselves in
proper hand hygiene only 55% of the time.

Hence the solution monitors the interaction of individual staff with a
hand-sanitizer dispenser and records this information using Real-time Location
System (RTLS) technology that are tagged to the employee badges and the hand
sanitizer dispensers. This data accurately provides details of the compliance levels of
hospital care providers. The data was also used to illustrate clinician-patient inter-
actions, providing detailed data to help monitor and modify behavior, to improve the
compliance levels further, thus saving the lives of patients and reducing the HAI.

Case 3:
The CHRISTUS Health System, St. Michael Hospital, Texarkana, invested in a
remote patient monitoring system (RPMS). An Android Tablet along with Blue-
tooth enabled personal health devices such as weight scale, blood pressure monitor,
and pulse oximeter were used to remotely monitor patients. The features provided
by the system included customizable patient care plans for each patient, and simple
and easy user interface for almost all patients to use. With added facilities for the
patients to post queries, send vital parameters, view educational videos, interactive
video conferencing with caregivers, etc. AT&T provided the Wireless connectivity,
which is used to send data from personal health devices to a secure “cloud” where
secure logging by authorized caregivers can be done using their browsers. The
implementation of the system has resulted in decrease in hospital readmission and
improved patient satisfaction along with 90% reduction in overall cost of care. The
system promotes self care.

8 Future Research Directions

8.1 Privacy

Sensor networks deals with two main privacy concerns: data-oriented and
context-oriented privacy. Data-oriented privacy focuses on securing the integrity of
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data collected and transmitted from sensing system. Context-oriented privacy
prevents the attacker form gaining access to contextual information, such as the
time and location, from which the data originated. Privacy research in WSNs
focuses on privacy attacks with respect to sensor data collected and the location of
data sources. Some of the challenges identified, such as open environments and
resource constraints, are common traits of the IoT based applications. A ring
signature-based authentication proposed to preserve the privacy of a source node
provides anonymity to the source, and the other members that are chosen from its
neighborhood provide spatial anonymity. To balance the performance penalty due
to the increased message size and the vulnerability to interaction attacks by an
adversary is to reduce the number of signers used in the ring signature [39].

8.2 Security

WSNs are vulnerable to attacks due to their characteristics such as wireless com-
munication, large scaled nature of the networks and limited capacity. Security
attacks in the wireless sensor networks (WSNs) can be categorized under three
categories: Goal-oriented, Performer-oriented and Layer-oriented. Public-key
cryptosystems are too cumbersome for tiny sensor nodes which has resource
constraints. The choice of right cryptographic technique is critical, as it may con-
sume resources of the network, which in turn would affect latency; throughput and
network lifetime. However studies have revealed that public key cryptography can
be applied to sensor networks by using the right techniques that optimize the use of
available resource and selecting appropriate algorithms. Such cryptographic
approaches were introduced to remove the drawbacks of the sensor nodes and to
improve performance. Both RSA and Diffie-Hellman based on the elliptic curve
cryptography can be used on tiny sensor nodes, and the results shows that smaller
keys can provide good results, leading to reduced computation time as well as the
amount of data transmitted and stored [40]. These approaches prove beneficial for
meeting security requirements in WSNs. Non-cryptographic mechanisms, such as
random walk, phantom and randomized routing along with flooding have been used
to hide the location of the source [39].

8.3 Layer Oriented Attacks

The layered architecture of WSNs make them more vulnerable to various kinds of
attacks [40]. The physical layer of a wireless sensor network does the selection and
generation of carrier frequency, modulation and demodulation, encryption and
decryption, transmission and reception of data. Jamming technique is used to attack
the physical layer of the WSN. In this type of Denial of Service (DoS) attack the
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attacker continuously sends radio signals on the communication channel, thereby
preventing communication, Node tampering: Here the node is tampered to extract
sensitive information, Sinkhole, flooding and spoofing. The Link layer coordinates
with neighboring nodes to access the shared wireless channel provides detection of
data frames and error control. Few DoS attacks on this layer are: Collision: where
two nodes at the same time transmits data on the same frequency channel resulting
in small changes in the data causes a mismatch at the receiving end. Battery
Exhaustion: It is a type of DoS attack causing unusually high traffic resulting in
limited accessibility to other nodes in the network. Routing is the main purpose of
Network layer. Spoofing, replaying and misdirection of routing information are
some of the specific DoS attacks thereby disrupting the traffic in the network. High
traffic in channels with high number of useless messages is caused by Hello flood
attack. Homing: In this attack, the traffic is searched for cluster heads and key
managers which can shut down the entire network. Selective forwarding: Here a
compromised node sends data to a few selected nodes instead of all the nodes.
Sybil: in such an attack, the attacker replicates a single node with multiple identities
to the other nodes.

Data transmission reliability is provided by the transport layer of the WSN
architecture. DoS attacks in this layer are: Flooding, De-synchronization where fake
messages are created at endpoints requesting retransmissions for correction of
non-existent error results in loss of energy at the end-points.

The application layer of WSN is responsible for traffic management. Different
type of attacks can be carried out in this layer, such as repudiation, data corruption
and malicious code. Such attack consumes network bandwidth and drains nodes
energy.

8.4 Trustworthiness

Trustworthiness of the sensor data is very essential in controlling the business
processes, especially when increasingly data is being shared across organizations. It
is crucial to deal with trustworthy data for making decisions, as it directly affects the
success or failure of the business process. Many commercial database management
systems support semantic integrity constraints to ensure trustworthiness. However,
such techniques are unable to solve complex problems of data trustworthiness.
A cyclic framework for data trustworthiness proposed by Lim et al. in [41] for data
streamed from sensor network uses a trust score which is assigned to each data item
and sensor. Sensors with low trust score indicate malfunctioning or compromised
sensors. In order to improve the performance of cyclic framework for data trust-
worthiness Razvani et al. combined techniques such as variance estimation for the
initial trust score of sensors and the characterization of the statistical distributions of
errors, which resulted in an approach that is very accurate in detecting colluding
attacks [41].
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8.5 Predictive Analytics

The main objective of organizations using predictive analytics is to get valuable
insight from the data in order to make effective decisions. Basically, in predictive
analytics, models are built to detect patterns and predict future outcomes. Health-
care organizations are extensively using predictive analytics techniques for
understanding the historical data to predict future activities for supporting advanced
capabilities, such as evidence-based medicine and clinical decision support systems.
Data related to a patient such as vital health parameters, medications, allergies,
treatment plan, etc., are used to identify patients at risk by implementing predictive
analysis. These predicted data are used for personalized patient care, reducing long
term healthcare cost and for improving the quality of patient care.

Some of the common challenges faced by most organizations employing pre-
dictive analytics are [42]:

• Massive Data: Healthcare data is huge, making the process of extracting pre-
dictions from it a difficult task. As data grows, the need for choosing the right
massive scalable technologies, efficient analytics algorithms and recommenda-
tion engines become very crucial for getting the benefits from the predictions.
Algorithms can be implemented using distributed file systems for processing
jobs.

• Interoperability and transparency of predictive analytics in healthcare: In order
to make use of data across practices, it is necessary to share healthcare infor-
mation across multiple healthcare organizations as well as systems. Platforms
that comply with open interoperable standards would scale wider. Transparency
is another key issue, as the clinical decisions are to be made by patients, clin-
icians and other organizations that interact with them for business. At any given
point, the clinicians should be able to look into the predictive model and
understand how a certain prediction was arrived at [43].

• Data Inconsistency: There is a significant challenge in acquiring, managing and
reconciling inconsistent data arriving from multiple data sources. For delivering
actionable insights from such data analytics, we need to deal with choosing the
most appropriate predictors form a large number of potential predictors. Data
filtering, cleansing and normalizing strategies should help tackle such challenge
and to provide actionable data for analytics.

• Regulatory requirements: Healthcare applications face strict security and privacy
compliance requirements. The predictive analytics implementation should
comply with HIPAA/Hi Tech standards.

• Poor Documentation: To leverage on big healthcare data, it is important to
ensure quality of the data being used for analytics. There is a strong impact on
quality of results obtained for actionable prediction if the data used is clean and
accurate. Hence clean and accurate data needs to be ensured before running
analytics. The accuracy of information would lead to more accurate predictions,
contributing towards improved high quality service provided to the patients.
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8.6 Smartphone in Conjunction with WSNs

The advances in sensor and wireless technology and the increasing use of smart
phones have a major impact on connected healthcare. In remote patient monitoring
systems, smart phones act as a gateway between sensors and a remote server. As
smart phones are now coming with more storage and computational powers, it
enables ubiquitous health monitoring. Integrated GPS tracking also allows one to
monitor and locate the patient through the mobile devices in case of emergency or
while in ambulance. Fall detection systems often are based on accelerometer sen-
sors available in smart phones and GPS based methods [44]. In medical applica-
tions, communication protocols must adhere to standards. Bluetooth is standard for
wireless communication between a body sensor node and a smart phone, because of
its compatibility and its acceptance among standardization bodies. In the cases
where data is processed locally, Bluetooth Low Energy (Bluetooth 4.0) can be used.
ZigBee is also being increasingly used in healthcare monitoring applications. The
lack of complementary transceivers on smart phones is however a major hindrance.

8.7 Social Sensors

The integration of social networks with sensor networks provides solutions that can
sense the context and provide useful information to the user. Rapidly increasing real
time data produced everyday through social networking platforms and smart phones
can be made more useful using social sensing. Social sensing applications have
numerous research challenges perspectives. Some of these challenges commonly
faced in sensor-based social networking, as mentioned in [14, 15] are:

Privacy Issue: The social data collected through sensors may contain sensitive
information (e.g. location data); therefore it becomes crucial to use privacy sensitive
techniques before using the data for analysis. The most common method to conceal
the actual data is by adding noise or aggregating the original data. PoolView is such
a privacy-sensitive technique for collecting and using mobile sensor data. Most
privacy-preservation schemes reduce the reliability of the data, whereas trust is
based on high reliability of the data. While privacy-preserving data mining is a
growing field, with considerable research already done, sensor data offers an
additional challenge of dealing with interrelated multi-dimensional time-series data.
Such correlations within such sensor data streams offer new opportunities for pri-
vacy attacks and hence the need to devise new approaches to combat it.

Trust issues: The volume of data collected from sensors and smart phones can be
very huge. A patient or equipment tracking systems may track the location details
of devices and users. Thus, design techniques which can compress and process
huge amount of data is what is required to handle such huge data. Often the data
that are collected through sensors are error prone, or they are inputs without any
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verification, this leading to issues regarding the trustworthiness of the data
collected.

Battery life: Wearable and mobile devices are operated using batteries, which
have limited battery life. Sensors being a part of these devices can drain the battery
life more quickly than others as they are involved in continuous data collection.
Battery life is still a major constraint, thus the architectural design should under-
stand the trade-offs and focus on increasing the efficiency without compromising
the goals of the application.

9 Conclusions

Recent developments in sensor, cloud, WSN and big data technologies when used
in healthcare for developing a connected system provide a platform for optimized
use of medical equipments and personalized patient care. A connected healthcare
system effectively monitors the medical equipments, personnel and patients
remotely, thereby eliminating the need for personal monitoring and reduced cost.

From among the several challenges discussed in the chapter, privacy and
security are of prime importance given the nature of the healthcare systems, as they
deal with huge amount of sensitive data.

Cloud computing technology can be integrated with the WSN to boost reliability
and availability in WSN. However security of the system should be given utmost
importance while integrating technologies. Even cloud sensor framework can be
employed to further improve interoperability, scalability and efficient utilization of
WSN in healthcare applications.

Joint IoT systems which collaborate and exchange data with other healthcare
organizations and medical labs can provide comprehensive detail an individual
patient’s course of treatment from beginning till end.

Healthcare organizations can introduce subscription plans for their patients by
using smart monitoring devices so that patient can pay monthly fee for the use of a
particular set of remote monitoring services. This will enable more participation
from the patient’s side thereby preventing complications in their health condition
and thereby reducing their medical expenditure. The combination of diverse data
sources, newer algorithms for mining patterns in data, and cognitive computing will
continue to improve quality of patient care and also help physicians to make better
and precise clinical decisions.

IoT is certainly going to change the way healthcare organizations function by
facilitating new business models as a result of constant technology advancement
and based on the massive real time data collected by the sensors.
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Security Stipulations on IoT Networks

Sumod Sundar and S. Sumathy

Abstract Cyber physical systems consists a crowd of computing nodes and the
material processes associated with it. The objects correlated with these embedded
things may embrace of a central processor, sensor and actuator units annotated
around various communication devices. These device capabilities with least human
intercession are proficient to seize data from various environments that requires
“smartness” and hence IoT can be briefed as Smart devices centre. As massive
numbers of devices are coupled with IoT, there exists a colossal take up on the
protocol standards wide with various communication capabilities. This is in regard
of assuring the security standard diffusion between the objects of data transfer and
the terminal it reaches to. The heterogeneity between these objects and application
platforms is an encumbrance to the developers for implementing the architecture for
particular services. Cloud platforms rescue the situation by storing, computing and
visualizing data before transforming them into meaningful information. Botnets or
Zombie army is a malware that takes control of a computer in which the attacker
can squeeze into the network raising threat to the authenticity of devices and access
to networks. Phishing and Spamming attacks are causing a severity to networks
through insecure connections. The security facet of IoT has to be redefined in terms
of confidentiality so that the end user is guaranteed with secure data and data
integrity can be retained. Various technologies lay around Transport layer Security
(TLS) that helps the network to maintain its privacy. This chapter first discusses the
Constrained Application Protocol (COAP) associated with 6LoWPAN network.
A 6LoWPAN network is a cluster of LoWPAN networks which comprises of low
cost and low power devices. These networks are bearing passive and active attacks
that affect the network’s confidentiality causing its performance malfunction. In
passive attacks, the attacker is abiding to spy on network and steal the confidential
information. Denial of Service attacks make obscure scene to network causing
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performance degradation to the network; active attack is a label in the case. Next
focus is to discuss on the protocol stack that congregate the standardized notations
of the ISO/OSI and TCP/IP stacks. The stack is being dealt in industrial applications
and then turn into de-facto standard that saturates the existing IoT growth on
wireless nodes. Next we confer about the IPv6 Routing Protocol (RPL) for
Low-Power and Lossy Networks. It consists of constrained nodes with low pro-
cessing power which are typically unstable with low packet delivery rates. They are
mainly battery controlled devices consuming less memory and energy; their traffic
patterns are generally multipoint or multipoint-to-point and hence requires com-
promises with thousand of interconnected nodes. It integrates the method of
multipoint-to-point traffic from devices inside the LLN towards a central control
point and the point-to-multipoint traffic from the central control point to the devices
inside the LLN. Following this, Time-based secure key generation approach that
convolutes the local key generation at the both transmission ends is discussed.
A time stamp is put up on the local transmitter. The validity of the secure keys is
limited to a time interval and the reply attacks comprised on valid messages are
removed. The key generation process is a procedure performed separately by both
communication objects. Finally, the chapter perceive with Cognitive Security in IoT
devices in which the arena uses authentication through well defined user properties
and patterns. Cognitive solutions in wireless security become concrete, since
conventional static security is meant with lack of privacy. The user is able to learn
continuously from the network and machine learning approaches can be incessantly
applied with the stipulated security problems. The mediators in the capillary net-
work can monitor the parameters related with Cognitive security standard and raise
the security with time based solutions.

1 Introduction

Internet of Things (IoT) has become a buzzword among people across the globe in
present days. IoT sustainable connection among devices [1] incorporates from the
body sensors to the recent cloud computing. It consists of wide cluster types of
networks like distributed, grid, ubiquitous, and vehicular. These networks have
become the prominent elements of the IoT era within a short period of time. The
pivotal notion behind the IoT is sensors and they lead the IoT in applications
ranging from smart parking to smart roads, air pollution control to early earthquake
management, water leakage detection to river flood monitoring, stock calculation to
smart grid management, patient fall detection to ultra violet radiation identification
and item tracking to fleet management. Like any other network, IoT is vulnerable to
threats and may affect the smooth communication in the network. The network may
hold smart processing units, data centers (DCs), Bluetooth, Zigbee, smart phones,
tablets, WiFi networks, household devices, RFID tags, wrist watches and so on.
Certainly, the human intervention on the heterogeneous network at some level will
tend to chances of threat and theft. IoT combines actual and virtual anywhere and
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anytime, attracting the attention of both the maker and hacker. Therefore, efficient
and effective defense mechanisms are of the utmost importance to ensure the
reliability of the IoT [2, 3]. Protecting the devices is a real concern when multiple
devices are connected. The U.S. Department of Energy (DOE) has identified attack
resistance to be one of the seven major properties required for the operation of the
smart grid [4]. IoT can bring effective utilization of existing data resources by
intelligent management of environment that relies on it. The systems design should
be more reliable, secure and independent. The intelligent smart systems and its wide
environment can be enhanced with properties of hybrid interfaces in heterogeneous
networks. It bridges the break between the existing systems to the current Internet
world scenario. A framework is proposed to integrate smart homes into platform as
a service cloud [5]. The regulatory feature of these systems is connected with the
unique identification of the objects and processes related with it. Security policies
like accountability, modification, ownership and classification contribute to the flow
of information related to it. This can construct tenacious IoT networks by the
combinatorial evolution of technology. Many cryptography-based methods [6–8]
have been designed to ensure data integrity, confidentiality and access control for
sensor networks. Several studies are done on key management in Wireless body
area Sensor Networks (WBSN) [9]. Venkatasubramanian et al. [10] have introduced
a physiological signal based key management scheme in WBSN. Law et al. [11]
have analyzed the impact of light weight ciphers on wireless sensor networks.

The IoT can establish machine to machine communication that improves brain
capabilities and enhances the machines to meet the computational power of human
brain. The systems available in our world can be modeled as a connected network
component. The network collection will carry a huge set of heterogeneous com-
ponents and numerous spatio-temporal non linear interactions. The IoT environ-
ment can be made secured only with proper prior knowledge of the entire system.

Many techniques related to security in IoT such as Message queue telemetry
transport (MQTT) [12], Advanced message queuing protocol (AMQP) [13], IEEE
802.15.4 [14], IEEE 802.15.4e [15], Data distribution service (DDS) [16], Internet
Protocol version 6 (IPv6) [17], GS1 EPCglobal, and Constrained application pro-
tocol (CoAP) exist. Each protocol scheme has its own leads and snags, since
choosing real-time protocol depends on the need of right IoT devices. This chapter
will provide readers with an understanding about the security policies and mech-
anisms in complex IoT systems.

This Chapter discusses various attacks which are possible in the IoT connected
network. The next chapter discusses the Constrained Application Protocol (COAP)
associated with 6LoWPAN network. A 6LoWPAN network is a cluster of LoW-
PAN networks which comprises of low cost, low power devices. These networks
bear Passive and Active attacks that affect the network’s confidentiality causing
performance malfunction. In passive attacks, the attacker abides to spy on the
network and steal the confidential information. Denial of Service attacks are making
obscure scene to network causing performance degradation to the network; active
attack is a label in the case. Following this, the next chapter discusses on the
protocol stack that congregate the standardized notations of the ISO/OSI and TCP/
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IP stacks. The stack dealt in industrial applications then turn into de facto standard
that saturates the existing IoT growth on wireless nodes.

Next section confers about the IPv6 Routing Protocol (RPL) for Low-Power and
Lossy Networks. It consists of constrained nodes with low processing power which
are typically unstable with low packet delivery rates. They are mainly battery
controlled consuming less memory and energy. Its traffic patterns are generally
multipoint or multipoint-to-point and hence need compromises with thousand of
interconnected nodes. It integrates the method of multipoint-to-point traffic from
devices inside Linked Local Network (LLN) towards a central control point and the
point-to-multipoint traffic from the central control point to the devices inside the
LLN.

Following this, the next section discusses on Time-based secure key generation
approach that convolutes the local key generation at both the transmission ends.
A time stamp is set on the local transmitter. The validity of the secure key is limited
to a particular time interval and the reply attacks comprising valid messages are
removed. The key generation process is a procedure performed separately by both
communication objects.

Final section perceives with Cognitive Security in IoT devices in which the
arena uses authentication through well defined user properties and patterns. Cog-
nitive solutions in wireless security have become concrete since conventional static
security is meant with lack of privacy. The user is able to learn continuously from
the network along with the machine learning approaches and can be incessantly
applied with the stipulated security problems. The mediators in the capillary net-
work can monitor the parameters related with Cognitive security standard and raise
the security with time based solutions.

2 Phase Attacks

An attack that removes nodes according to a measure of centrality will be referred
to as centrality attack [18]. In [19–22] authors have done investigation about the
efficacy of degree centrality attacks while removing the largest hub nodes with the
intention to reduce the size of the largest module of the network. Node degree [23]
is not the most effectual centrality measure for curtailing largest component size.
A Sybil attack may affect and can cause damage to different layers of communi-
cation [24, 25].

2.1 Data Leakage or Breach

Data leakage can be internal or external, intentional or unintentional, authorized or
malicious, involving hardware or software. Carrying the authorized data or cre-
dentials to another target in unauthorized means can be briefed as data leakage. It
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can be consummated by simply remembering what was seen, by physical removal
of tapes, disks and reports or by subtle means such as data hiding. Steganographic
message transfers data secretly to its destination without any means of decryption
keys. Data leakage is a severe threat to reliability. In cloud servers, data are
habitually transferred between data stations and hence there is a great chance for
leakage of data. The extent of data leakage can be minimized by the techniques of
data leakage prevention (DLP).

2.2 Data Sovereignty

With minimal human intervention, the smartness of IoT applications like smart
home, smart grid, and smart transportation can automatically detect the environment,
collect data, communicate with each other, and perform corresponding actions [26].
Data sovereignty means that information stored in digital form is abiding the laws of
the country. The IoT covers wide range of devices across the globe and is hence
admirable with sovereignty. Reports on IoT attacks are described in [27].

2.3 Data Loss

Data loss is different from data leakage, where data leakage is a kind of revenge
activity made on authority or employer. Data loss means drop of work accidentally
due to hardware or software failure and natural disasters.

2.4 Data Authentication

Data is transmitting over different nodes in network. Hence, there is a chance for the
data to be conceived by some intruders or external parties. The received data should
be ensured from the trusted sender point and no invalid users interpret the data. The
sender sources have to be verified and ensured on the possession of legitimate
authority.

2.5 Attack on Availability

The availability of data is really a concern while supplying information to the target
clients. The data mismatch or unexpected unbalanced form of data might be a result
of obscured attack like Distributed Denial of Service (DDoS). Hence, the intended
data do not reach the users due to unavailability of proper Data Centers (DCs).
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2.6 Flooding by Attackers

DDoS is flooding of malicious or unsuited packets by attackers against the DCs.
This type of overload threat can be easily spot by Matchboard Profiler. The firewall
can detect similar user features and can be blocked at its gate.

2.7 Flooding by Legitimates (Flash Crowd)

A huge number of genuine users are prompted to get data at the DC resources
simultaneously. This overloaded scene will deprecate the data centers. Improper
buffering mechanisms will make the situation behave improperly with large number
of requests over a time constraint.

2.8 Flooding by Spoofing Attackers

Impersonation is a means of giving acknowledgement for the incoming request and
giving proper reply by preserving correct sequence number as a legitimate entity.

2.9 Flooding by Aggressive Legitimates

Aggressive legitimates are persons who are restive and randomly set off akin
requests over a little span of time. This may lead to an overloaded condition and
servers are flooded with requests of the genuine users and deteriorate the efficiency
of data centers. These attacks are difficult to track since their legitimate charac-
teristics will misrepresent the identification methods. Aggressive legitimates are
regulated by observing the inter-arrival time between data packets and the back-off
timers values.

2.10 Modification of Sensitive Data

After the transmission of data from sensors, it can be detained and customized, and
will be transferred towards the destination node. Modification mainly occurs with
different methods. Through content modification, some part of information will be
changed without any reflection of data privacy. The sequence modification makes
the extended delivery of data in disordered manner. This will swap the data to
useless form. Time modification will deprecate the time stamps and often lead to
replay attacks.
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3 IoT Stack

Constrained application protocol (CoAP) [28] is a dedicated protocol for web transfer
mainly for Low Power Lossy Networks (LLNs). It uses the User datagram Protocol
(UDP) instead of Transfer Control Protocol (TCP). CoAP Uniform Resource Iden-
tifier (URI) is defined as coap[s]: <host> : <port>/<path> : <query>. It has iden-
tical request-response model of HTTP. The URI mapping is so significant to map
multiple URIs with different protocol stacks. TCP connections are needed to get
mapped towards the UDP segments (Figs. 1, 2 and 3).

Fig. 2 Trust-aware capability token example

Fig. 1 IoT stack combining IETF and IEEE standards
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4 Capability-Based Access Control for IoT

Capability-based access control (CapBAC) has introduced as a viable method to be
set up in IoT scenarios [29] yet in the existence of devices with tight resource
constraints. It comprises a lightweight and flexible design that allows the autho-
rization functionality to be embedded onto IoT devices. The main advantages
needed for security constraints in distributed approach are scalability and interop-
erability. Capability [30] is a concept introduced such that a token or a key gives the
permission to access the entity or object in the system of networks. This token is
created with a set of privileges that are established to the entity which holds the
token. Also, the token must be tamperproof and unequivocally identified in order to
be considered in a real environment. So, it is necessary to consider suitable cryp-
tographic mechanisms to be used even on resource-constrained devices, which
enables an end-to-end secure access control mechanism. This concept is applied to
IoT environments and extended by defining conditions that are locally verified on
the constrained device. This feature improves the flexibility of DCapBAC because
any parameter that is read by the smart object can be used in the authorization
process. DCapBAC is based on JavaScript object notation (JSON) [31] as the
representation format for the token. The use of emerging communication protocols
like constrained application protocol (CoAP) [32] and 6LoWPAN, and a set of
cryptographic optimizations for elliptic curve cryptography (ECC) are presented.
DCapBAC along with a policy-based mechanism based on XACML [33] is used in
SOCIOTAL, which is an access control mechanism to gather the access control
privileges to be embedded into the capability token.

6lowPAN makes embedded nodes in a network to utilize the limited IPV6
address subset. The 6LoWPAN can be described as a hybrid gradient of IEEE
802.15.4 and IPv6 [34]. A 6LoWPAN network consists of one or more LoWPAN
networks connected to the Internet. The CoAP can be defined as a software protocol
designed for small, low-power sensors. Though the routers connected in between
the networks regulate the incoming and outgoing control flow of LoWPAN, an
adaptation layer is suggested by Internet Engineering task Force (IETF) 6LoWPAN

Fig. 3 Security fields
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working group to optimize the packets of Ipv6. This is done in need to make the
packets compatible with IEEE 802.15.4 link layer. The devices connected in the
network will rely on the router to communicate rather than using the IPv6 header.
Normally, the LoWPAN devices are distinguished by their effectiveness in various
parameters like less power, less cost, low data rate, short radio range and so on. The
implementation of LoWPAN topology will vary the connection of devices such as
Reduced Function Devices (RFD) and Full Function Devices (FFD) to the Internet.
With its structure, mesh topology enables the connection between the devices and
proper communication among it. The star topology allows the coordinator node to
regulate the communication of nodes in the network. The IETF-ROLL (Routing
over Low-power and Lossy Network) working group proposed RPL (Routing
Protocol for Low-power and lossy networks) as a solution for routing problem.
6LoWPAN networks will undergo numerous attacks on the security level that
intend to cause direct damage to the network and will grab the confidential infor-
mation from the network.

In an IoT network, various RPL instances could execute in parallel. The job of
these instances will provide potential challenging criteria and constraints. With
regard to the optimization objective like minimizing latency and minimizing
energy, RPL separates the packet processing and forwarding. The LLN will show
some variant properties at the router, since the router is evaluated to be used as head
node. RPL expects an external mechanism to be triggered during the parent
selection phase in order to verify link properties and neighbor reachability. RPL
also expects an external mechanism to access and transport some control infor-
mation, referred to as the RPL Packet Information, in data packets. Some RPL
enable the association of a data packet with a RPL Instance and the validation of
RPL routing states.

RPL has a procedure to distribute information on the dynamically formed net-
work topology. The nodes are allowed to operate autonomously as this dissemi-
nation facilitates minimal configuration in the nodes. The router may have
independent prefixes with its own. They are variables based on the origin of routers.
Any router that is self prefixed is allowed to get broadcasted in the network. The
RPL can also group hosts in a subnet network together and can label it with a
common prefix. This intends that RPL can supply information directly to the
grouped subnet network. The LLN links do not have the property of transitivity and
hence the RPL broadcasts in the subnet do not get circulated in the network.

The RPL is able to circulate IPv6 Neighbor Discovery (ND) information like
Prefix Information Option (PIO) and Route Information Option (RIO). Neighbor
Discovery information maintains the real semantics for router to host and from
router to router [35]. It guarantees the routing advertisements not to redistribute to
other routing protocols. As a router, the RPL node may advertise the information
from the options as required for the specific link like an ND Router Advertisement
(RA) message.
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RPL uses the following four values to identify and maintain a topology:

1. RPL Instance ID

2. DODAGID

3. DODAG Version Number

4. Rank

An RPL instance contains one or more DODAG roots. It may provide routes to
certain destination prefixes, reachable via the DODAG roots or alternate paths
within the DODAG. These roots may operate independently, or they may coordi-
nate over a network that is not necessarily as constrained as an LLN.

An RPL instance may comprise:

• a single DODAG with a single root.

• multiple uncoordinated DODAG’s with independent roots.

• a single DODAG with a virtual root that coordinates LLN sinks (with the same
DODAGID) over a backbone network.

• a combination of the above as suited to some application scenario.

5 RPL Security

RPL ensures message confidentiality and integrity. It has its own mechanism for
ensuring the properties [35]. It is deliberated such that link-layer mechanisms can
be used when it is available and appropriate. RPL has three basic security modes. In
unsecured mode, RPL control messages are sent without any additional security
mechanisms. In this mode, it uses other security primitives like link-layer security
to ensure application security requirements. In preinstalled mode, nodes connected
with RPL instance uses preinstalled keys with them so that it is used to process and
generate RPL messages with more security. In authenticated mode, the nodes may
contain preinstalled keys like the previous mode; also used to link an RPL instance
in form of a leaf.

The node should obtain the authentication details like key and certificate before
establishing a successful RPL implementation. Every RPL message should possess
a secure variant. The node is responsible to address the source of the authentication
material for the implementation in authenticated mode. This secure variant is liable
to ensure confidentiality and delay protection. Encryption is applied to retain the
confidentiality of RPL ICMPv6 message. The variants enhance the replay protec-
tion and integrity and mainly security related details are kept between checksum
and base.
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In a secured packet, using any security algorithm or signature the cryptographic
fields can be added. The cryptographic fields may contain the MAC or signature
details and security transformation may provide an ICMPv6 secured RPL message.

Counter Time (T):

If the counter’s Time flag is set, then the Counter field is a timestamp. If the flag
is cleared, then the counter is an incrementing counter.

Reserved:
It is a 7-bit unused field. This field is initialized to zero by the sender and will be

ignored by the receiver.

Security Algorithm:

The field denotes the encryption, MAC, and signature scheme the network uses.

Security Level (LVL):

It is a 3-bit field that indicates the provided packet protection. This value can be
taken based on a per-packet basis. This ensures different levels of data authenticity
and confidentiality.

KIM field:

It indicates the use of signatures and the meaning of the level field. The assigned
values of security level are not well ordered. The higher value of LVL cannot
guarantee the higher level of security.

5.1 Security Mechanisms

The security of RPL message can be observed by observing at the high-order bit of
the RPL message. Apart from this to retain the security, secure versions of basic
control messages like DIS, DIO, DAO, DAO-ACK are established with RPL, so
that those messages that are found relevant with the network are only enabled with
security features.

The dedicated features of RPL are used to a limited extent, since complexity in
implementation and size matters in case of LLNs. Hence, more concise security
provisions are physically difficult to implement. The implementation strategies
should observe the basic security requirements and existing security mechanism
that can avail while implementing in a network. The link-layer of the network is
well utilized for achieving the security requirements without any RPL security. Any
network implementation should utilize the integrity and confidentiality features and
may be optional.

RPL consists of basically three security modes:
Unsecured: In this security mode, RPL uses basic DIS, DIO, DAO, and
DAO-ACK messages that do not have any security sections. As a network that uses
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any other security mechanisms like link-layer security, unsecured mode cannot
entail if all messages are sent without any protection.

Preinstalled: In this mode, RPL apply secure messages. To join with an RPL
Instance, a node should have a preinstalled key with it. The nodes in action use this
key to supply message confidentiality, integrity, and authenticity. The key can be
used by the node to join the RPL network as either a host or a router.

Authenticated: Like in the preinstalled mode, RPL apply secure messages. To
join with an RPL Instance, a node should have a preinstalled key with it. The nodes
in action use this key to supply message confidentiality, integrity and authenticity.
But, by using the key the node can join in the network as a host only. The node can
join the network only after obtaining a second key from a key authority. RPL is
compatible with symmetric algorithms only. This mode is well reached to the
potential future cryptographic primitives. When a network utilizes the preinstalled
mode or authenticated mode, it is signaled by the ‘A’ bit of the DAG configuration
option. The unsecured mode uses RPL messages.

Joining a Secure Network: For connecting a node with a secured network, it
should be pre-configured through a shared key to communicate with its neighbors.
The node should listen to secure DIOs or trigger secure DIOs by sending a secure
DIS.

Installing Keys: When a node is connected to the network, the keys should be
installed dynamically. New keys can be supplied by the node to communicate with
the authorization server.

Consistency Checks: The RPL nodes can be subjected under consistency check
to make protection against replay attacks and synchronize counters.

Loop Avoidance and Detection: In RPL, loop is formed due to many factors
like control packet loss. The mechanism for avoiding the loops is done with a view
by reducing the total churns and states. RPL possess a reactive loop detection
method that protects from network deterioration and it triggers repair of broken
paths in it.

In IoT network and devices, phishing and spamming are becoming a severe
issue. In January 2014, researchers at the security provider Proof point exposed an
IoT cyber attack that happened on sophisticated devices. A network of connected
home appliances such as home routers, televisions, and refrigerators are spammed
and malicious e-mail spam are sent from routers. Privacy issues are raised from
different corners while fixing it and became more complicated. In most cases the
networks are bound with a single person authority and lack of privacy was
observed.

In IoT scenarios, a number of technologies have been developed to achieve
information privacy and security goals [36], such as transport layer security (TLS),
which could also improve the confidentiality and integrity of the IoT. Onion routing
encrypts and mixes Internet traffic from different sources, and encrypts data into
multiple layers, using public keys on the transmission path. Finally, a recent
in-depth review on the security aspects of IoT is provided [37].
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6 Time-Based Secure Key Generation and Renewal

When the data is transferred in an insecure channel, the integrity of the data is a
concern. An efficient time-based secure key generation method can be used for
handling the proper keys in a secure connection. The local keys are synchronized
and generated by using the symmetric encryption keys. This process has to be
ensured at both the transmitter and receiver terminals. For enhancing the security
level the generated keys should be changed after every transmission of data. The
encrypted key is used by the sender to distribute the data. Similar to secure
transmission methods the key has to be exchanged and synchronized between two
communication terminals.

The principle of time-based secure key generation is schematically depicted in
Fig. 4. In this approach, the key generation process is an operation performed
independently by each communication party. In fact, unlike other key management
algorithms, no additional messages are required to be exchanged to agree about a
key, and the only requirement is that the key generation function should create the
same keys for both communication parties based on the timestamp of the device.
The validity of the secured key is restricted to a time interval, so that reply attacks
based on valid messages sent using keys generated in past time intervals are dis-
carded. Leveraging such features, we evince that, as a main advantage of the
time-based secure key generation approach, there is no need for a server to manage

Fig. 4 Principle of time based key generation
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secure keys. Moreover, the keys are generated locally on both sides of the com-
munication link (i.e., transmitter and receiver) and are not shared along the con-
nectivity link. It is assumed that clocks are locked to a global positioning system
(GPS) timescale. This could be difficult to achieve for the IoT, since devices might
not be able to receive GPS signals, or they might not be equipped with GPS.
However, as shown in the following section, this principle can be extended to the
considered heterogeneous IoT scenarios.

The security keys are bound with a time interval. Thus, the messages generated
after the previous intervals are neglected. Comparing with other strategies, it
doesn’t need a dedicated server to maintain it. The replay attacks that focused with
keys generated with past arena of time can be prevented and hence time based
secure key generation is ensured. The constant advantage of this method is that it
does not need to transmit the generated key through the transmission medium. The
sender and receiver are synchronized with clock kept with global positioning
systems scale of time. In the case of network connected with IoT devices there may
be a chance of improper connection of IoT devices with GPS signals and the
solution can be obtained.

The unidirectional IoT devices need to deal with synchronization of clock
devices. A message sent by a transmitter without feedback need not to be received
accurately. A generic non-IP unidirectional terminal performs following procedures
to send data to the gateway/mediator:

1. It produces the encryption key locally with it, relatively with the time measured
by a local clock.

2. It builds the message and encrypts it with the generated key.
3. Using the message text and generated key, it calculates the hash values.
4. The message is then sent to the gateway/mediator.

The message structure can be grouped into plain part and encrypted part. The plain
part consists of time stamp that allows gateway/mediator to identify it locally; the
hash can distinguish the transmitter identity; a security level parameter that main-
tains state data and sensor data. The encrypted part maintains a frame counter that
decrements after every data transmit. When the gateway/mediator obtains the
ciphered message, it will decipher it by producing exact decryption key starting
from the timestamp attached. Based on the information supplied by the timestamp,
the mediator can analyze and select the key to decrypt the given message. The
temporal difference between the current time and the timestamp is calculated. If it
exceeds the predefined threshold, the message will be discarded indefinitely. The
cloud infrastructure service provides the processing power and hardware capacity
needed for processing effective amount of data that is expected to handle situations
such as frequent key generation in IoT devices.
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7 Security Access Algorithms for Bidirectional Data
Transmissions

The sender and receiver can transmit data packets in both directions in case of
bidirectional data transmission. A mediator node in between the terminal nodes can
observe the clock timings and broadcast the timing in a dedicated message. The
identity of the message is kept in the plain part of the message [38]. Terminals can
align their local clocks to the gateway/mediator terminal, and then generate the
security keys. The propagation delays can be reduced since the devices are con-
nected close with gateway. In the unidirectional scenario, the security keys have a
time interval to keep with valid features. This will reduce unwanted transmissions
by absorbing most retransmissions and the regeneration of new key can be done by
time based generation algorithm. The terminal in the network is connected with
different mediator gateways. This mediator is responsible for transmitting packets in
both directions to recognize intermediate gateways with different clock times with
minor variations.

If the terminal is not properly attaching mediator gateway identity in the
transmitted message, the message will not be properly decrypted because of the
gateway de-synchronization. In a network with IoT-gateway connections, the
intermediate gateways transmit keys to the connected nodes. These keys are used to
ensure the data identity and valid communication. The integrity of the broadcasted
packet is to be ensured and this is a challenging task. Finally techniques are
implemented by appending hash to the packet that is transmitted.

8 Cognitive Security

Traditional robust security mechanisms are inadequate mainly in wireless con-
nections. They are deficient in preset infrastructure and needs isolation. Besides
that, obliging wireless protocols are more susceptible. The dynamic network con-
ditions do not allow genuine packets to be distinguished from anomalous ones. Due
to unstable use of wireless technologies and the rapid evolution of mobile devices
and applications, fully distributed control is a challenging question and may drop
security management. Hence, mobile devices are severely investigated with more
security trade-off.

Now-a-days, there exists need for a new approach for guaranteeing security
since the adaptive security is insufficient. This new approach is termed cognitive
security [38]. The word “cognitive” means conscious intellectual activity like
knowing and perceiving. It is based on the prospect of being reduced to empirical
factual data [39]. The security concerns are well solved by the techniques of
effective knowledge representation. It handles authentication by using certain
properties and trained patterns. The machine learning method can train the data with
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effectual properties. The method has to be done with continuous process of ana-
lyzing dimensional features of packet data.

Figure 5 demonstrates a standard plan of cognitive security used for a capillary
network. The cognitive engine gathers all the acknowledged data from the terminals
in the capillary network through the mediator [4]. Various parameters are evaluated
such as transmission–reception time difference of frames for each terminal, the
transmission frequencies, the packet lengths and the queue lengths. In the unidi-
rectional terminal scenario, the difference of timestamp connected with received
frames supply information about the emission rate of the source. This can be
compared with its target emission rate. In case of bidirectional terminals, their
timestamp difference is evaluated at the mediator and should be cross checked with
the base set value. With these evaluated parameters and on comparison with the
historical data, a cognitive security-based algorithm should be properly used to
ensure compatibility with security thresholds to neutralize all existing intruders or
improper terminals that are not correctly working. The cognitive security engine
can alter the back off time (BO) of the same terminals to amplify their possibility of
accessing shared channel and transmitted frames. Whenever a traffic anomaly is
detected at a certain terminal, the mediator will analyze the identity. The ID
parameter at the terminal is analyzed and investigated to check as a potential
disturber. If the disturber is found trusted and secure, the mediator alters the
transmission parameters of terminals of the capillary network, to increase the
bidirectional sent frames, and also notifies the ID disturber about the management
entity of the capillary network. Evaluating at the opposite side, if the anomalous
terminal is dependable, the mediator notifies the terminal ID to management entity
that the terminal has been negotiated.

The mediator alters access parameters to a set of terminals. It depends on the
information at the application level. Different possible access parameters that can be
modified are:

1. Generation rate of the frames.
2. Reduction of the back-off time to repeat a new access to the channel.
3. Reducing the measured time to detect the presence of the transmission of

another terminal.

Fig. 5 Principle scheme of cognitive security work in the capillary network
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9 Summary

Various security aspects and its counter measures were analyzed and discussed.
Security has to be applied at the protocol level in order to cope up with the various
attacks. Time based secured key generation helps the network abide to the replay
attacks by properly time stamping the packets. Cognitive Security is distinguished
by the ability to represent its features that guarantee adaptive security rather than the
conventional security methods. A network of devices run on renewable energy
sources can be modeled with IoT architecture and stipulations on IoT security can
be evaluated. The scope of this work can be extended to study techniques to obtain
robust IoT information and it’s sharing over Internet clouds.
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A Hyper Heuristic Localization Based
Cloned Node Detection Technique
Using GSA Based Simulated Annealing
in Sensor Networks

D. Rajesh Kumar and A. Shanmugam

Abstract Due to inadequate energy resources, data aggregation from multiple
sensors in Wireless Sensor Networks (WSN) is typically accomplished by clus-
tering. But such data aggregation is recognized to be highly susceptible to clone
attacks owing to the unattended nature of the network. Thus, ascertaining trustiness
of the sensor nodes is crucial for WSN. Though numerous methods for cloned
attack node isolation are provided in recent years, energy efficiency is the most
significant issues to be handled. In this work, a Residual Energy and GSA based
Simulated Annealing (RE-GSASA) for detecting and isolating the cloned attack
node in WSN is given. Residual Energy-based Data Aggregation in WSN initially
uses residual energy because the basis to perform aggregation technique with the
sensor node possessing the maximum residual energy as the Cluster Head (CH).
Next, Location-based Cloned attack on cluster nodes is given to enhance the clone
detection probability rate. Here, the location and residual energy is taken into
account to identify the presence of cloned attack nodes within the network. Finally,
Gravitational Search Algorithm with global search ability is investigated to identify
the cloned attack nodes and performs isolation through local optimal simulated
annealing model. Simulation results demonstrate that RE-GSASA provides opti-
mized energy consumption and improves cloned attack detection probability by
minimizing the cloned attack detection time.
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1 Introduction

A Wireless Sensor Network (WSN) is an infrastructure [1] that consists of sensing,
computing and a communication process. WSN comprises a huge number of sensor
nodes [2] which are placed in a finite area and it forms a network. These nodes
sense the accessible data from the location and transmit the sensitive data to the
base station. The Base Station (BS) verifies the data and stored for further needs.
A WSN provides the potential of sensing various types of physical and environ-
mental [3]. The WSNs includes the excessive capability in civil and military
applications, such as smart home, smart grid, healthcare monitoring and intelligent
transport.

The applications of WSN are employed [4] that monitors several physical values
such as light, temperature, pressure, object detection, size, etc. The sensor includes
the ability to broadcast and forward sensing data to the base station. The
improvement of WSNs was introduced [5] in military applications such as battle-
field surveillance. The WSNs are generally employed in technical settings, resi-
dential backgrounds and survival environments. Structural health monitoring,
management applications, home mechanization and animal tracking are some of the
models in WSNs applications.

A WSN is considered for the collection of sensor nodes in a cooperative net-
work. Each and every node in the network has its own processing capability,
memory, power sources, etc. The communication of data between nodes is operated
in WSNs for better utilization of energy. Cluster based replication attack detection
contains an identical copy of information during the transmission of aggregated
data to the sink node. The mobile agents in WSNs identify the replicated nodes with
the aid of replication attack approach. The data packets acquired from multiple
sensor nodes are aggregated at an aggregator sensor node.

The aggregator sensor node forwards the packets to the BS only the aggregate
values. During data aggregation, once a node is being captured by an adversary or
malicious node and generates a clone of it and through it propagates into the entire
network, causing serious threats to the entire network. Due to limited energy
resources, data aggregation from multiple sensor nodes in WSN is habitually
accomplished by uncomplicated methods such as clustering. However, such data
aggregation is known to be extremely vulnerable to clone attacks due to the
unattended nature of the network.

In order to detect and isolate the cloned attack nodes in wireless sensor network,
a Residual Energy and GSA based Simulated Annealing (RE-GSASA) method is
presented. Initially, Energy-based Data Aggregation is carried out using residual
energy as the basic and the aggregation process is performed with sensor nodes that
possessing the highest remaining energy as the cluster head. Then Location-based
Cloned attack on cluster nodes is proposed for increasing the cloned attack
detection probability rate and minimizing the cloned attack detection time. Here, the
location and residual energy are considered to identify the presence of cloned attack
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nodes in the network. Finally, Gravitational Search Algorithm (GSA) with global
search ability is investigated to detect the cloned attack nodes and performs iso-
lation through local optimal simulated annealing model.

2 Review on Clone Attack Detection and Isolation in WSN

In the node replication attack or clone node attack, the adversary forms the low-cost
wireless sensor nodes termed clone nodes by [6]. An adversary captures a node
after gathering all secret credentials. An adversary duplicates the sensor node and
uses more than one clone into the network at all positions by reducing the network
performance with internal attacks. The node replication attack is an essential one in
sensor network security and plans many detection schemes against node replication
attack. But, the clone attack detection probability rate is not higher.

An efficient clone detection scheme is designed [7] for sensor network where the
selection is an essential one. The selection is used for clone detection schemes with
device types, detection techniques, deployment plans and detection ranges. It is
advantageous to use grid deployment knowledge in static sensor networks. How-
ever, the detection failed to remove the attack from the network.

A survey on Clone attack [8] addresses the existing problems in WSN. Position
Verification Method (PVM) combines with Message Verification and Passing
(MVP) for identifying, removing and avoiding the Clone node’s entry. An opti-
mization framework is designed [9] for selecting the parameters of the detection
technique where the clone detection costs get reduced. The detection method is
classified into four costs. They are: leaving undetected cloned nodes in the network,
the cost of revoking nodes falsely recognized, communication cost and storage cost.
A convex combination of cost describes the clone detection cost that reduced
regarding the parameters of the detection method. However, the clone attack
detection time is high.

The deterministic clone node detection is performed for anonymous RFID
technique lacking priori tag IDentifiers (IDs). Three protocols, namely BASE,
DeClone and DeClone+ are designed [10] for fast and deterministic clone node
detection in RFID systems. The BASE controls observation where the clone tags,
create tag cardinality higher than ID cardinality. The DeClone is used with new
finding where the clone tags lead to the collisions that reconciled by means of
re-arbitration. For DeClone, tree traversal verifies the unreconciled collisions. The
DeClone+ integrates optimization techniques with fast clone detection when clone
ratio is higher. Though the clone detection rate is high, the energy consumption for
detecting the clone attack remained unaddressed.

A distributed Low-Storage Clone Detection protocol (LSCD) is designed [11]
for WSNs. A detection route is identified in the perpendicular direction of the
witness path with nodes in ring path. The detection route meets the witness path as
the distance between two routes is comparatively lesser than witness path length.
Clone node detection is carried out in a non-hotspot region where energy
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consumption gets decreased with network lifetime enhancement. But, the com-
munication cost is high in distributed LSCD.

Two new node clone detection protocols are designed [12] with trade-offs on
network conditions. The first protocol is depending on a Distributed Hash
Table (DHT) where decentralized, key-based caching and checking system iden-
tifies the cloned nodes efficiently. The second detection protocol termed randomly
directed exploration has better communication results for dense sensor networks
through probabilistic directed forwarding method with random direction and border
determination. A distributed algorithm is designed [13] for detecting cloned nodes
in WSNs. The drawbacks of leaving undetected cloned nodes in the network,
communication cost and storage cost are addressed. An optimization framework is
designed for selecting the clone node detection parameters based on costs and
detection schemes. But, the energy consumption in an optimization framework
while detecting the cloned attacks in the network is high.

An energy-efficient location-aware clone detection protocol is introduced in
WSNs [14]. The designed protocol assures clone attack detection and increases the
network lifetime. The location information about sensors is used and selects the
witnesses to authenticate the legality of sensors and to report identified clone
attacks. The ring structure forwards the data in energy efficient manner along the
path to the witnesses and sinks. A new scheme designed [15] identifies the node
clone attack in WSN through channel identification characteristic where the clone
nodes are differentiated with channel responses between nodes. The detection
scheme attained fast detection and reduced the data transmission cost with temporal
and spatial uniqueness. But, the clone attack detection efficiency is less.

By considering the sparse feature of replicated nodes, a clone detection frame-
work termed CSI is designed [16] depending on compressed sensing. CSI is based
on the detection efficiency on compressed aggregation of sensor readings. CSI
attained at the lowest communication cost and distributes network traffic uniformly
over sensor nodes. They are attained with the sparse property of clones in the sensor
network by clone attack.

3 Problem Definition

Wireless Sensor Networks (WSN) consist of a huge number of tiny and low-cost
sensors [17–19] which are heavily organized around the target. They are more
appropriate for applications such as battlefield monitoring, identifying the envi-
ronmental pollutants, traffic monitoring, patient health monitoring in a hospital, etc.
The WSN is frequently utilized in hostile environments [20, 21] and they are
sensitive to attacks since, the resource limits nature of the sensor nodes. Clone node
attack in WSN is one of the major issues developed [22] where the messages are
monitored the received node is cloned.

Location-aware Energy-efficient Ring based Clone Detection protocol [23, 24]
with clone detection protocol (ERCD) is introduced. The ERCD protocol ensures
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the efficient clone attack detection. However, the energy consumption in ERCD
protocol ring is high. Therefore, efficient clone attack detection scheme is required
in WSNs. Hence, a Defense Mechanism for Clone Attacks in WSN [8] based on
Gravitational Search Algorithm (GSA) where the witness nodes are employed to
discover the clone attacks. The nodes in the channel are partitioned into witness
node and the claimer node for efficiently detecting malicious node. The witness
node checks the Node ID obtained from the claimer node along with the sequence
and timestamp for efficient detection of clone attack. If a node contains a similar ID
but different random sequences, it specifies the clone attack is occurring. The
witness nodes continuously transmit request messages with a time stamp to the
claimer nodes. In addition, to select the best witness node, GSA is used.

Gravitational Search Algorithm is applied to choosing the witness nodes in the
network. GSA is a typical memory-less algorithm, but works proficiently like
algorithm with memory. GSA provides the one of the finest optimal solution by
mass and change in velocity of the object. Clone attack detection is executed by
examining the behaviour of the neighbour nodes. After that isolation process is
performed. Then, revocation procedure is activated by overflow the network with
two incoherent response messages received by the witness node. The revocation
process stops the clone attacks in the witness nodes. Defence mechanism based on
GSA algorithm provides improved security to clone attacks with minimizing packet
drop and enhancing packet delivery ratio. However, the harmful attacks in network
remained unaddressed.

Dynamic Source Routing (DSR) protocol is designed for successfully detecting
and isolating harmful attacks in the way of an improved DSR protocol. The DSR
protocol depends on the throughput of the sensor network. When the throughput of
the network, reduced to the particular threshold value, nodes in the network have
monitored the status of nodes. The malicious node occurs sensor region is selected
among source and destination. In case, if any, malicious node has existed in the
sensory region, DSR protocol is used to detect the malicious node. The malicious
node is the origin for producing the selective packet drop attack. After that detected
node are isolated from the network. DSR routing protocol is used to detect the
malicious node in the network, but the black hole node reduction rate of is less in
the DSR routing protocol.

Therefore, an Improvised Hierarchical Black Hole Detection Algorithm is
introduced [25, 26] for increasing the reduction rate of the black hole attack in
WSNs. An intrusion detection system (IDS) is introduced in the hierarchical
method for obtaining vitality efficient. IDS are used to protect the network nodes
from black hole attacks. Hierarchical black hole detection approach is simple and
depending on the transfer of control packets between sensor nodes and the base
station. Hence, BS performs the part of the monitor node to detect any black hole
attack. Hierarchical approach efficiently mitigates the effect of the black hole attack.
However, hierarchical black hole detection approach consumes more energy to
detect the black hole attacks.

An Optimized Weight-based Clustering Algorithm [27] with Security (OWCA)
mechanism is used to reduce the energy consumption in WSNs. Initially, OWCA
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algorithm partitions the network into different clusters. Clustering is a method in
which sensor nodes does not require to transmit their data directly to the BS. The
huge amount of energy loss has occurred on the directly transmitting the node to the
base station. Therefore nodes in the cluster transmit the data to the CH. CH gather
the data packets from all nodes and detect if any black hole node exists in the
network. Then, the black hole node is cancelled from the sensor network. Hence the
energy utilized in the network is reduced. However, during the transmitting process,
OWCA mechanism consumes additional energy in the network. Therefore, the
above-said methods and protocols are failing to improve the attack detection rate in
WSNs. Hence, an efficient method is needed for detecting and isolating the clone
and black hole attacks in WSNs.

4 Clone Attack Detection Overview

Wireless Sensor Networks (WSNs) is often deployed in competitive atmosphere
and are susceptible to attacks because of the resource constrained nature of the
sensors. Clone attack is one of the major issues in WSN where, the messages are
overheard, the captured node is cloned and multiple nodes with same identity are
produced by an attacker. Therefore, a Distributed Defence Mechanism for Clone
Attacks based on Gravitational Search Algorithm (GSA) is designed [28] for
overcoming the issues of the cloned attack in WSN. The nodes in the channels are
separated into witness node and the claimer node for efficiently detecting the sus-
pect nodes. The witness nodes are reliable for the suspect node detection, while the
claimer nodes provide their identities in the detection process.

GSA is a new optimization algorithm that depends on the law of gravity.
In GSA, agents are described as objects and their performance is predicted by their
masses. All these objects are acquiring each other by the gravitational force and this
force results in the global movement of the entire objects towards the entity which
comprises heavier masses. Hence, masses are assisted by a direct form of com-
munication based on gravitational force. In GSA, each agent mainly contains the
four specifications that are positioned, inertial mass, active gravitational mass and
passive gravitational mass. The position of the mass provides the result of the
dilemma and its gravitational and ideal massed are constructed with the help of
fitness function. Each mass signifies a result and the algorithm are managed by
properly regulating the gravitational and inertia masses. The gravitational and
inertia masses are assumed to concern by the heaviest mass and this mass is the
optimal solution. The GSA requires to be treated as an isolated method of masses.
In GSA algorithm, heavy masses equivalents to superior result as it moves slowly
than lighter ones. Figure 1 shows the clone attack detection based on GSA
algorithm.

The process of cloning attack detection is shown in Fig. 1. All nodes are sep-
arated into two main groups for effectively identifying the attacks in nodes. Those
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are witness group and claimer group. The nodes in the network channel periodically
perform these two roles.

The witness node continuously broadcasts acknowledge messages to claimer
node with time stamp. As a result, the entire neighbouring claimer nodes include the
signal range of the witness nodes, receive the previous acknowledge messages. The
claimer node broadcasts response messages to the witness nodes in time interval
where response delay is less than the network channel coherence time.

The reply message includes the node ID and the pilot. The suspected nodes are
discovered and they are deposited in the suspected group using node ID and the
pilot. In order to verify the clone attacks, the suspect group is broadcasted to the
claimer nodes. Hence, after collecting the broadcasted message, the claimer nodes
forwards the reply message which consists of the node ID, sequence and time
stamp. If the two nodes include the same ID and different random sequence, then
the nodes are considered to be attacked. The process of selecting witness nodes in
the network is performed by GSA that tends to discover the global optimum faster
algorithms with higher convergence rate. Gravitational constant regulates the
accuracy of the search, thereby decreasing with time.

The witness nodes are continuously broadcast request messages with a time
stamp to the claimer nodes. The GSA is used to find best witness nodes set for
witness node selection. After selecting the witness nodes, clone attack detection is
carried out by examining the behaviour of the neighbour nodes. On detecting the
clone attack, isolation process is activated to separate the clone attack in the witness
nodes. Revocation process is performed through flooding the network with two
incoherent reply messages obtained by the witness node. Revocation reduces the

Classification of Node

Selection of Witness 
Group using GSA

Claimer GroupWitness Group

Clone Attack 
Detection

Revocation Process 
is activated

Fig. 1 Clone attack detection process
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clone attacks in the witness nodes. GSA algorithm produces better defence to clone
attacks with improving the packet delivery ratio and reducing packet drop.

Once, the witness node is selected, clone node attack detection starts identifying
the behaviour of the neighbour node. Two or more malicious nodes placed a
witness node region. Figure 2 shows the detection of malicious nodes. A witness
node (n1) receives the record of their neighbour nodes (n). Witness node checks all
the record and store the witness ID that consists of at least one same note ID with it
into a same node ID. In addition, a random sequence is broadcasted to detect the
suspect nodes. Hence, all witness nodes broadcasts randomly selected sequences to
their neighbouring node and requests all their neighbour nodes to reply back the
received sequence along with their ID. The broadcasted random sequences are
different in various witness nodes.

5 Residual Energy and GSA Based Simulated Annealing

WSN consists of an unsecured environment and an adversary node is created due to
an unsecured environment that can capture a sensor node, reconstruct it and pro-
duce a clone of the seized node. These clone node attacks pose serious threats
because, with the single seized sensor node, the adversary node creates as many
cloned nodes as he requires. A hierarchical distributed algorithm was introduced
[29] for identifying node replication attacks by using a Bloom filter mechanism and
a CH selection. But, optimizing the energy consumption remained unsolved.

Global Deterministic Linear propagation verification protocol (GDL) was
introduced by [30] for detecting node replication attacks in WSN. GDL shares the
node location information to numerous arbitrarily selected cells and then
linear-multicasts the information for verification from the localized cells. However,
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n
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n1

n

Witness node

Fig. 2 Detection of
malicious node
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the detection performance of node replication attacks is not effective. In order to
overcome the above said issue in WSN, Residual Energy and GSA based Simulated
Annealing (RE-GSASA) method to efficiently detect and to isolate the cloned
attack node in WSN. This RE-GSASA method improves the packet delivery ratio
with multiple sensor nodes in the sensor network. The node energy optimization is
performed well for efficient transmission and reduces the attack in the network.
Therefore, Residual Energy and GSA based Simulated Annealing (RE-GSASA)
method is proposed to efficiently detect and isolate the cloned attack node in WSN.

Let us consider a WSN which consists of a Base Station ‘BS’, and many sensor
nodes ‘SN = SN1, SN2, . . . , SNn’ randomly deployed in a ‘1200 × 1200m’. Let us
further design the WSN in the form of an undirected graph ‘G= V ,Eð Þ’, where ‘V’
and ‘E’ represent the set of sensor nodes and edges respectively. Prior to deploy-
ment, every sensor nodes in the network is assigned a key also called as the unique
node ID ‘SNID’.

A Unit Disk Graph model is used in which two sensor nodes are connected if
their distance is below a fixed threshold ‘τ≤ 1’ and therefore ‘p, q∈E’. In the unit
disk graph, the two sensor nodes only communicate within the network only the
distance between them is at most R. Transmission radius (R) which is equivalent for
all sensor nodes in the entire network. The radius of the disk of each node is R/2,
and then the two nodes are communicated only if their corresponding disks
intersect.

Figure 3 illustrates the Unit disk graph model using two sensor nodes A and B
connected with radius R/2. All sensor nodes in the network are considered to be
limited in communication and computation power and also the battery life. So,
every sensor in the network directly communicates with ‘n’ other sensor nodes, also
known as the neighbor nodes.

5.1 Residual Energy-Based Data Aggregation in WSN

WSN consists of a number of sensor nodes and a BS node. Here, a BS node is
considered to be more secure and posses unlimited available energy than the other
sensor nodes in the network. In WAN, sensors a node monitors the geographical

B A

Fig. 3 Unit disk graph model
using two sensor nodes
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area and collects the sensory information and communicate with the base station.
The collected sensory information is aggregated at the intermediate sensor nodes to
preserve energy by using an appropriate aggregation model. In this work, Residual
Energy-based Data Aggregation (RE-DA) is used for collecting the sensed data
from the diverse sensor nodes in WSN.

Figure 4 demonstrates that the Residual Energy and GSA based Simulated
Annealing (RE-GSASA) method. The RE-GSASA method contains three pro-
cessing steps for detecting and isolating the cloned attack in WSNs. At first,
Residual Energy-based Data Aggregation collects data from multiple sensor nodes
and provides that fused data to base station node according to the residual energy so
as to avoid redundant transmission of data which in turn helps to minimize the
energy consumption of sensor nodes.

In addition, the Location-based Cloned attack on cluster nodes is performed in
RE-GSASA method thus improving the cloned detection probability rate. At last,
Gravitational Search Algorithm based Simulated Annealing model with the global
search ability to detect and isolate the cloned attack nodes.

A Data Aggregation and Authentication protocol (DAA) [31] combine the false
data detection with data aggregation and privacy. For data aggregation with false

Residual Energy-based Data 
Aggregation

Improves the Clone
Detection Probability

Rate
Location based Cloned Attack

GSA based Simulated 
Annealing Model

Detect and Isolate the
Cloned Attack in WSNs

WSN

Fig. 4 Residual energy and GSA based simulated annealing method
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data detection, monitoring nodes of data aggregator perform the data aggregation
operation. In addition, it also aggregates the small-size message code for data
verification at their pair mates. For secret data transmission, the sensor nodes
between successive data aggregators authenticate the data integrity of encrypted
data than plain data. Hence, Residual Energy-based Data Aggregation model is
designed in proposed RE-GSASA method for collecting the sensed data from the
diverse sensor nodes in WSN.

Residual Energy-based Data Aggregation model collects the data from multiple
sensor nodes and provides the combination of data to the base station according to
the residual energy. Therefore, it avoids redundant transmission of data which in
turns helps to reduce the energy consumption of sensor nodes. The main aim of
Residual Energy-based Data Aggregation is to reduce the energy consumption
during the clustering process by exchanging fewer packets between the nodes.
Figure 5 shows the sensor node organization in clusters and communication
between the nodes to the cluster head and then to the base station based on the
residual energy.

As shown in Fig. 5, the proposed method selects its aggregators based on
residual energy. It optimizes the total energy consumption of the aggregation
process with the sensor nodes by selecting the cluster head that consists of highest
residual energy. Similarly, other sensor nodes select their cluster head among the
neighbours, according to the residual energy and the distance to the cluster head.

Many data aggregation schemes are depending on privacy homomorphism
encryption on wireless sensor networks. In [32], it presents data aggregation
schemes with enhanced security level as cluster heads aggregate the cipher texts
without decryption. The aggregation functions are limited. The base station failed to

Sensor 
Nodes CH

CH

Cluster

Base Station 

Cluster  

Fig. 5 Residual energy-based data aggregation
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verify the data integrity and authenticity through linking the message digests or
signatures to all sensing samples. The base station recovers all sensing data, termed
as recoverable.

Let us consider the energy consumption ‘Econsump’ for one iteration. The distance
between the sensor node and the base station is considered for iteration and
therefore packet transmission from a sensor node to the base station ‘BS’ is
achieved. Hence, energy consumption is given be twice the distance between the
sensor node and the base station. The mathematical formula for energy consump-
tion is given in Eq. (1).

Econsump = 2× ðDisSN→BSÞ ð1Þ

For two iterations, the energy consumption is given in Eq. (2).

2 ×Econsump = 22 × ðDisSN→BSÞ ð2Þ

Similarly, for ‘n’ iterations, the energy consumption is mathematically formu-
lated as Eq. (3).

n ×Econsump = 2n × ðDisSN→BSÞ ð3Þ

Hence, the residual energy for one sensor node after ‘n’ iterations is given in
Eq. (4).

ResidualEnergyn =E− n×Econsump =E− 2n × DisSN→BSð Þ ð4Þ

From the Eq. (4), ‘E’ denotes the initial energy of the sensor node, then the
residual energy for all sensor nodes (i.e. total residual energy) in the network is
formulated as Eq. (5).

ResidualEnergytotal = ∑n
i=1 Ei − 2n ×Disi ð5Þ

From (5) Ei is the energy for all sensor nodes in the network. Obtained with the
total residual energy, clustering of sensor nodes for data aggregation is performed
based on residual energy. This in turn reduces the time duration for data trans-
mission over the network, increasing the energy efficiency. Algorithm 1 shows the
Residual Energy-based Data Aggregation algorithm.
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Algorithm 1 Energy-based Data Aggregation Algorithm

A distance weight taking account of the residual energy during clustering for
data aggregation is presented in Algorithm 1. Through the algorithm, the energy
consumption during the single iteration, two iterations and ‘n’ iterations are mea-
sured. With this the residual energy for one sensor node, all the sensor nodes in the
network is obtained. With the aid of obtained residual energy of all sensor nodes,
Residual Energy-based Data Aggregation algorithm efficiently performs the data
aggregation, which in turn helps to reduce the energy consumption during the data
aggregation in an effective manner.

5.2 Location-Based Cloned Attack on Cluster Nodes

Once, the sensor nodes are clustered based on the similar residual energy model
from Energy-based Data Aggregation algorithm, the cloned attack on clustered
nodes are identified. Cloned attacks occur in different cases. The proposed
RE-GSASA method analyses the occurrence of a cloned attack on clustered nodes
based on similar residual energy.

Randomized Multicast is NDFD that address the needs with high communica-
tion overhead. For reducing the communication overhead, two NDFD protocols,
namely random walk and Table-assisted random walk are designed [33]. The
Random walk based approach is developed to detect the cloned attack in WSN. But,
the security level is not at the required level. The proposed method analysis the
occurrence of a cloned attack on clustered nodes based on similar residual energy
and provides better security on the data aggregation process.

During the data aggregation process every sensor node ‘SN’ in the network
sends its ID and location information ‘ SNID, SNr, cð Þ’ to the base station ‘BS’
through other sensor nodes (i.e. neighboring nodes). Here, ‘SNID’ symbolizes the
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sensor nodes ID whereas ‘SNr, c’ symbolizes the sensor node positioning or location
represented in the row and column ‘r, c’ respectively. Figure 6 shows the occur-
rence of a cloned attack on cluster nodes based on similar residual energy.

Figure 6 shows the structure of the cloned attack on cluster nodes based on
similar residual energy. The base station checks the node IDs upon receiving the
location claims from all the sensor nodes. When the base station receives two
different locations named as ‘SNID1, SNr, c’ and ‘SNID2, SNr, c’, they contains similar
node ID ‘SNID1 = SNID1’ and similar residual energy ‘Residual EnergySNID1 =
Residual EnergySNID1’. But when there is a different location, then the base station
concludes that at least one of the sensor nodes is a cloned attack node, or else the
base station realizes that no attack node is present in the network and proceeds with
the data transfer.

A distributed detection protocol is presented [30] to counteract node replication
attacks. The presented scheme sends the node location information to many selected
cells and then linear-multicasts information for verification from localized cells
[34]. However, the adversary nodes are not correctly identified by the designed
scheme. Therefore, residual energy designs an algorithm of cloned attacks to detect
and isolate the adversary nodes. Algorithm 2 shows the algorithmic representation
of Cloned attacks on Clustered Nodes.

25J

20J

40J

Cloned 
Attack Node

CH

Base station 

Fig. 6 Structure of cloned attack on cluster nodes based on similar residual energy
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Algorithm 2 Cloned Attacks on Clustered Nodes

Algorithm 2 gives the algorithmic description of the cloned attack on clustered
nodes. The cloned attack on clustered nodes is said to occur only if two sensor
nodes possess a similar node ID and residual energy based on different locations
[35]. Here, any one of the sensor nodes is considered as the cloned attack node by
the base station.

5.3 GSA Based Simulated Annealing

Finally, a GSA based Simulated Annealing model is applied to select the witness
node that detects the cloned attack node and isolate the cloned attack node in WSN.
From [36], it is observed that Gravitational Search Algorithm has global search
ability. However, the algorithm lacks a local search mechanism. On the other hand,
Annealing Algorithm, though not found to be good in global searching, can be
applied to obtain the local optimal solution. The structural diagram of the GSA
based Simulated Annealing model is illustrated in Fig. 7.

Therefore, the proposed RE-GSASA method applies an integrated Gravitational
Search Algorithm (to detect cloned attack node) based Simulated Annealing (isolate
the cloned attack node) to render both the global and local search capabilities. To
start with the cloned attack node detection using Gravitational Search Algorithm is
presented followed by the optimal annealing model.

Let us consider a network with ‘n’ sensor nodes (masses). The position of the
‘ith’ node is defined in (6):
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Xi =X1
i , X

2
i , . . . , X

k
i , . . . , X

n
i ð6Þ

From Eq. (6), ‘Xk
i ’, represent the position of the ‘ith’ sensor node in ‘kth’

dimension. At a particular time ‘t’, the force acting on mass ‘i’ from mass ‘j’ is
given in (7):

Fkij =G tð Þ× Mpi tð Þ×Maj tð Þ
Disij tð Þ+ ε

ð7Þ

In Eq. (7), ‘Mpi’ and ‘Maj’ represents the passive and active relational mass
related to the mass of sensor nodes ‘i’ and ‘j’ respectively. The gravitational con-
stant is represented by ‘G tð Þ’ with a small constant ‘ε’. The distance between the
sensor nodes ‘i’ and ‘j’ at time ‘t’ are represented by ‘Disij tð Þ’. To further obtain
stochastic characteristics, it is presumed that the total force that acts on sensor node
‘i’ in a dimension ‘e’ to be an arbitrarily weighted sum of ‘eth’ component of the
forces applied from other sensor nodes is as given in the Eq. (8).

Fei = ran Fkij tð Þ, j = 1, j ≠ i ð8Þ

From Eq. (8), ‘ran’ represents the random number in the interval ‘0, 1’. Hence,
according to the law of motion, the acceleration of the sensor node ‘i’ at a time ‘t’ in
‘kth’ dimension is given in Eq. (9).

WSN

Gravitational Search
Algorithm

To Detect Cloned
Attack Node

Simulated Annealing Model

To Isolate the Cloned
Attack Node

Fig. 7 Structural diagram of the GSA based simulated annealing model
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Ae
i tð Þ= Fkij

Mii tð Þ ð9Þ

The acceleration of sensor node represents in Eq. (9), ‘Mii tð Þ’, represent the
inertial mass of the sensor node ‘i’ at time ‘t’.

As an individual position update plan in Gravitational Search Algorithm (GSA)
causes damage to the individual position and the local search ability of GSA is
weak, an enhanced algorithm is designed [37, 38]. The algorithm designed Simu-
lated Annealing into GSA with Metropolis-principle-based individual position for
improving the particle movement. Therefore, in order to measure the fitness value
to determine the node which is the witness node, gravitational and inertia masses
are computed. A sensor node possessing heavier mass represents a more efficient
node. By assuming the equality of gravitational and inertia mass, the values of the
masses are evaluated with the aid of map of fitness.

mi tð Þ= Fiti tð Þ−Worst tð Þ
Best tð Þ−Worst tð Þ ð10Þ

Mi tð Þ= mi tð Þ
∑n

r = 1 mr tð Þ ð11Þ

From Eqs. (10) and (11), the gravitational and inertial mass is attained using
‘Fiti tð Þ’ and it denotes the fitness value for ‘i’ sensor node at time ‘t’ and the
‘Best tð Þ’ and ‘Worst tð Þ’ is obtained as given below. For a minimization problem,
the ‘Best tð Þ’ and ‘Worst tð Þ’ is formalized as Eqs. (12) and (13).

Best tð Þ=min Fitn tð Þ ð12Þ

Worst tð Þ=max Fitn tð Þ ð13Þ

For a maximization problem, the ‘Best tð Þ’ and ‘Worst tð Þ’ is formalized as
Eqs. (14) and (15)

Best tð Þ=max Fitn tð Þ ð14Þ

Worst tð Þ=min Fitn tð Þ ð15Þ

Therefore, the sensor nodes with the right fitness value are assigned as the
witness node that detects the presence of cloned attack on cluster nodes with similar
residual energy. Once the cloned attack nodes are detected by the witness node that
possesses the best fitness value, they (sensor node) are isolated using simulated
annealing that operates the annealing of optimal individuals (sensor nodes).

At each step, the simulated annealing considers certain neighbour sensor nodes
‘SN

0
’ of the current sensor node ‘SN’. Probabilistically node is chosen between

moving the system to sensor node ‘SN
0
’ or staying at ‘SN’ with the objective of
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isolating the cloned attack node. It is repeated until the detected cloned attack node
is isolated from the network.

Algorithm 3 presents the simulated annealing process to isolate the detected
cloned node in WSN. Algorithm 3 shows the algorithm using the optimal annealing
to operate the optimal individual to improve the capability of local optimization.

Algorithm 3 Optimal Annealing Algorithm

As shown in Algorithm 3, Optimal Annealing Algorithm starts from a sensor
node ‘SNi’ and continues to process till a maximum of ‘n’ steps are arrived at.
During the process, a randomly chosen neighbor of a given sensor node ‘SN’ is
generated. The annealing schedule is defined by the ‘Energy Residual’ function,
which should yield the residual energy to use, given the presence of the sensor
nodes in the network. The application of GSA based Simulated Annealing reduces
the cloned attack detection time.

6 Experimental Evaluation

A Residual Energy and GSA based Simulated Annealing (RE-GSASA) method is
implemented in the NS2 simulator using DSR protocol. The sensor network con-
sists of 500 nodes, placed in a random manner in the WSN that generates traffic for
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every 10 m/s. The base station node collects the data from different sensor nodes
with a range of 10–100 and forwards the data to the base station node. The size of
each data packet size varies from 100 to 512 KB. The simulation time varies from
500 simulation seconds to 1500 simulation seconds and the following metrics like
energy consumption during data aggregation, clone attack detection probability rate
and packet delivery ratio in WSN is measured. Table 1 lists the set of an input
parameter and evaluates the performance of the RE-GSASA method.

In proposed RE-GSASA method, the performance is carried out by comparing
with two existing methods. The proposed RE-GSASA method compared against
the existing, Hierarchical Distributed Algorithm [29] and Global Deterministic
Linear propagation verification protocol (GDL) in WSN [30]. For performance
evaluation, the comparison is made from existing works, whereas the simulation
parameter values are provided in Table 1 with the positions of nodes. To illustrate
the simulation results for RE-GSASA method, experiments were conducted and the
average values are taken. The performance of proposed Residual Energy and GSA
based Simulated Annealing (RE-GSASA) method is measured in terms of
following.

(i) Energy Consumption
(ii) Cloned Attack Detection Probability Rate
(iii) Cloned Attack Detection Time
(iv) Packet Delivery Ratio

Table 1 Simulation parameters

Parameters Values

Network simulator NS 2.34
Network area 1200 m × 1200 m
Protocol DSR
Number of sensor nodes 50, 100, 150, 200, 250, 300, 350, 400, 450,

500
Number of data packets i.e., size of data
block

10, 20, 30, 40, 50, 60, 70, 80, 90, 100

Range of communication (m) 30
Speed of node (m/s) 0–10
Simulation time (ms) 500
Number of runs 10
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7 Performance Analysis of Re-GSASA Method

The proposed Residual Energy and GSA based Simulated Annealing method is
compared with two existing methods. They are namely, Hierarchical Distributed
Algorithm [29] and Global Deterministic Linear propagation verification protocol
(GDL) in WSN [30]. To evaluate the proposed method, the following metrics are
used.

7.1 Performance Analysis of Energy Consumption

Energy consumption for data aggregation at the base station node is the product of
energy consumed by a single node and the total nodes in WSN.

EC=EnergySN ×TotalSN ð16Þ

From Eq. (16), ‘EC’ is the energy consumption for data aggregation at the base
station node whereas ‘SN’ represents the sensor nodes. The consumption of energy
is measured in terms of Joules.

Table 2 shows the experimental values of energy consumption obtained during
data aggregation with respect to different number of sensor nodes. For experimental
purposes, sensor nodes range from 50 to 500 nodes. The comparison is made with
two existing methods namely, Hierarchical Distributed Algorithm [29] and Global
Deterministic Linear propagation verification protocol (GDL) [30].

From the above table, it is illustrative that the energy consumption of proposed
RE-GSASA method attains lower energy consumption when two other existing
state-of-methods.

Table 2 Tabulation for energy consumption

Number of nodes Energy consumption (J)
Hierarchical distributed algorithm GDL Proposed RE-GSASA

50 112 93 76
100 134 117 87
150 153 127 105
200 174 149 124
250 182 164 148
300 211 186 163
350 234 204 187
400 256 237 211
450 287 261 235
500 306 279 257
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Figure 8 shows the measure of energy consumption using proposed RE-GSASA
method with existing Hierarchical Distributed Algorithm [29] and Global Deter-
ministic Linear propagation verification protocol (GDL) [30]. As shown in Fig. 8,
the proposed method consumes less energy for data aggregation in the sensor
nodes. Based on the residual energy in the RE-GSASA method, every forwarding
sensor node chooses its aggregators and the sensor node having the highest residual
energy is selected as the cluster head. Thus the clustering of sensor nodes is
performed based on residual energy. The transmission of these clustered nodes data
packet consumes much battery power resulting in a more energy drain. RE-GSASA
then provides the fused data to the base station that further does not require any
additional process to aggregate so very less energy is discharged. In the
RE-GSASA method [39], during data aggregation the sensor nodes exhaust less
energy whereas in Hierarchical Distributed Algorithm and GDL more energy is
exhausted. Therefore, a RE-GSASA method minimizes the energy consumption
due to efficient clustering based on residual energy. Thus, energy consumption is
minimized by 33% when compared to Hierarchical Distributed Algorithm and 16%
when compared to GDL respectively.

7.2 Performance Analysis of Cloned Attack Detection
Probability Rate

Cloned attack detection probability rate is defined as the ratio of difference between
the overall sensor nodes and cloned attack node to the overall sensor nodes in
WSN. The clone attack detection probability rate is measured in terms of per-
centage (%).
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CADP=
SNi − SNCNð Þ

SNi
× 100 ð17Þ

From Eq. (17) the cloned attack detection probability rate ‘CADP’ is obtained
using the overall sensor nodes ‘SNi’ and the cloned attack sensor nodes ‘SNCN’

during data aggregation in WSN.
Table 3 shows the comparative value of the cloned attack probability rate for

various numbers of sensor nodes ranges from 50 to 500 nodes. Whenever sensor
nodes in the network send data, due to the presence of replica or cloned attack
nodes in WSN, packet drop has occurred [40]. Hence, the possibilities of packet
drops occur during data packet transmission create a clone for a specific sensor
node and introduce the false data through the sensor nodes and send to the base
station. The base station collects data from the sensor node. As a result, clone attack
node gets aggregated at the base station. The targeting results of clone attack
detection probability rate using the RE-GSASA method provides better results
when compared with other state-of-the-art methods.

Figure 9 represents the simulation results of the cloned attack detection proba-
bility rate for different methods, when there is only one clone node in the network.
The clone attack detection probability method must have a high probability of node
replication detection. The node detection probability is designed with independent
sensor networks and different number of sensor nodes. From the above figure, it
observes the networks with any node density, detection probability of methods are
acceptable. Therefore, the detection probability of the RE-GSASA method provides
comparatively better results by increasing the size of the networks. By applying
Location-based Cloned attack on cluster nodes, the detection probability rate is
improved. They compare the sensor node ID and location along with the infor-
mation regarding to the residual energy for improving the cloned attack detection
probability rate. As the result, the cloned attack detection probability rate is

Table 3 Tabulation for cloned attack detection probability rate

Number of nodes Cloned attack detection probability rate (%)
Hierarchical distributed algorithm GDL Proposed RE-GSASA

50 66.23 69.78 76.21
100 67.23 71.26 78.22
150 69.21 73.54 79.84
200 71.58 74.89 81.42
250 72.4 75.69 83.11
300 73.69 77.82 84.78
350 75.46 79.36 85.96
400 75.89 81.42 87.32
450 77.24 82.76 89.12
500 79.98 84.33 91.55
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improved in the RE-GSASA method by 12% compared to Hierarchical Distributed
Algorithm [29] and 8% compared GDL [30].

7.3 Performance Analysis of Cloned Attack Detection Time

The cloned attack detection time is defined as the measures of time taken to identify
the cloned nodes in WSN. It is specified by the product of the total number of nodes
on the network to the time taken for identifying the cloned attack nodes. The
detection time is measured in terms of milliseconds (ms).

CADT=Number of Sensor Nodes ×Time Identifying the ClonedNodesð Þ ð18Þ

The cloned attack detection time ‘CADT’ is measures using the Eq. (18) based
on the total number of sensor nodes. While the cloned attack detection time is
lower, the method is said to be more efficient.

Table 4 shows the comparison value of cloned attack detection time for different
number of sensor nodes using proposed RE-GSASA method with existing Hier-
archical Distributed Algorithm [41] and GDL. Here, a number of sensor nodes
range from 50 to 500. The comparison is made with two existing methods namely,
Hierarchical Distributed Algorithm [29] and Global Deterministic Linear propa-
gation verification protocol (GDL) [30] in WSN. From the above table, it is
illustrative that the cloned attack detection time of proposed RE-GSASA method
attains lower when to other existing state-of-methods.
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Figure 10 shows the experimental analysis of cloned attack detection time for
proposed RE-GSASA method with existing methods. In the RE-GSASA method,
with an increase in the number of nodes, the routing time also increases. As shown
in Fig. 10, the cloned attack detection time is reduced using the proposed
RE-GSASA method.

With the construction of an optimal annealing algorithm, the cloned attack
detection time is reduced using the proposed RE-GSASA method. While increasing
the number of sensor nodes, the cloned attack detection time is also getting
increased using all the three methods. But, comparatively the cloned attack
detection time is lower using proposed RE-GSASA model.

The simulated annealing presents the process to isolate the detected cloned node
in WSN and with the application of GSA based Simulated Annealing reduces the

Table 4 Tabulation for cloned attack detection time

Number of nodes Cloned attack detection time (ms)
Hierarchical distributed algorithm GDL Proposed RE-GSASA

50 22.37 18.98 16.23
100 23.48 19.67 17.28
150 25.61 22.32 19.63
200 27.48 22.74 20.56
250 28.93 24.21 21.85
300 30.45 25.86 22.56
350 31.26 27.69 24.85
400 32.78 29.15 26.12
450 33.82 31.21 27.86
500 35.12 32.87 29.35
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cloned attack detection time. Therefore, the RE-GSASA method reduces the cloned
attack detection time by 30% when compared to Hierarchical Distributed Algorithm
[29] and 13% compared to GDL [30].

7.4 Performance Analysis of Packet Delivery Ratio

The average packet delivery ratio is the ratio of the number of data packets received
successfully at the base station and the total number of packets transmitted by the
sensor nodes. It is measured in terms of percentage (%).

PDR=
Pr
Ps

× 100 ð19Þ

From the Eq. (19), the packet delivery ratio ‘PDR’ is obtained. Here, the number
of packets received at the base station node is denoted as ‘Pr’ and the number of
packets sent by the sensor node is given by ‘Ps’ respectively.

Table 5 shows the comparison value of the packet delivery ratio for different
number of packets using proposed RE-GSASA method that ranges from 10 to 100
packets. It is compared elaborately with existing methods namely, Hierarchical
Distributed Algorithm and GDL. From the table values, proposed RE-GSASA
method increases gradually though not linear for different number of packets when
compared to the other methods.

From Fig. 11, the measure of the packet delivery ratio is presented for three
methods according to the different number of packets and data packets sent. As
illustrated in Fig. 11, the RE-GSASA method performs relatively well when
compared to two other methods Hierarchical Distributed Algorithm [29] and GDL
[30] This is because of the GSA based optimal Simulated Annealing to detect the

Table 5 Tabulation for packet delivery ratio

Number of packets Packet delivery ratio (%)
Hierarchical distributed algorithm GDL Proposed RE-GSASA

10 71.23 75.69 81.23
20 73.44 77.65 82.69
30 74.89 79.23 84.72
40 75.69 81.23 86.31
50 77.32 82.9 87.98
60 79.11 84.78 89.63
70 80.3 86.21 91.57
80 81.87 86.87 92.74
90 83.11 88.12 94.21
100 84.89 89.57 95.68
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presence of cloned attack nodes based on the similar residual energy and isolates
the node in an optimal manner that simulates the annealing pattern to operate
optimal individual gravitational and inertial mass on the basis of node density.
Furthermore, the RE-GSASA method simulates the annealing model based on the
residual energy in addition to the sensor node ID and location [42]. Therefore, the
RE-GSASA method improves the packet delivery ratio by 12% when compared to
Hierarchical Distributed Algorithm and 6% compared to GDL.

8 Summary

A novel Residual Energy and GSA based Simulated Annealing (RE-GSASA)
method is introduced to reduce the energy consumption during data aggregation
and improve the packet delivery ratio. Here, residual energy is based on the clone
attack detection probability rate with varying node density and packets. The main
objective is achieved by performing data aggregation using residual energy-based
clustering. It selects the optimal cluster head node and transmitting the data packets
to the base station. Initially, a Location-based Cloned attack is designed on cluster
nodes to measure the occurrence of a cloned attack on clustered nodes based on
similar residual. It performs energy saving and obtains optimum attack detection
probability route for different sensor nodes with different packets in WSN. Finally,
GSA-based optimal Simulated Annealing model is investigated to obtain the wit-
ness node that detects and isolates the cloned attack nodes from the network. Thus,
it ensures maximum packet delivery ratio.
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Future, GSA based Simulated Annealing Black hole attack Detection model is
developed to identify and isolate the black hole attack nodes in WSNs. This model
is employed with a Location Based Black Hole Attack Possibility for attaining the
black hole attack detection.
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Review on Analysis of the Application
Areas and Algorithms used in Data
Wrangling in Big Data

Chiranjivi Bashya, Malka N. Halgamuge and Azeem Mohammad

Abstract This study performed a content analysis of data retrieved from 30
peer-reviewed scientific publications (1996–2016) that describe the applied algo-
rithm models for data wrangling in Big Data. This analysis method explores and
evaluates applied algorithm models of data applications in the area of data wran-
gling methods in Big Data. Data wrangling unifies messy and complex data by a
procedure of planning, which involves, clustering, and grouping of untidy and
intricate sets of for easy access for the purposes of trending themes useful for
business or company planning. This application of data wrangling is not only for
business use, but also for the convenience of individuals, business users that con-
sume data directly in reports, or schemes that further process data by streaming it
into targets such as data warehouses, called data lakes. This method sets- up easy
access and analysis of all untidy data. Data streaming procedure are exceptionally
useful for planning, small and big businesses, all around the world who use data
non-stop and constantly to produce emerging trends, structure and schemes that
inadvertently makes a difference when sustaining and customising business by
simply streaming data it into warehouses, or in other words data storage pools. This
study analyzed and found that commonly used statistical figures and algorithms are
used by major data application, however the information technology area certainly
faces security challenges. However, Data wrangling algorithms used in different
data applications such as medical data, textual data, financial data, topological data,
governmental data, educational science, galaxy data, etc. could use clustering
methods as it is much effective than others. This study has analyzed and found
significant comparisons and contrasts between algorithms along with data appli-
cations and evaluated them to identify certain superior methods over others.
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Moreover, it shows that there is a significant use of medical data in the big data
research area. Our results show that data wrangling when clustering algorithm can
solve medical data storage issues by clustering algorithms. Similarly, clustering
algorithms are frequently used for clustering data sets to analyze information from
raw data. Fifty percent of the literature found that clustering algorithms for Data
wrangling method is beneficial for algorithms used in different data applications to
thoroughly analyze and evaluate their importance. After the analysis of Clustering
algorithm, suggestions are made for applications used by medical data for the data
wrangling purposes.
Graphic Abstract A pictorial representation of the abstract of this research is
shown in Fig. 1.

Keywords Data wrangling ⋅ Big data ⋅ Algorithms ⋅ Clustering
Decision tree ⋅ Data application ⋅ Medical data ⋅ Financial data

Abbreviations

IT Information Technology
t-SNE t-Distributed Stochastic Neighbor Embedding
SOM Self-organizing Map
NCD Normalized Compression Distance
GHSOM Growing Hierarchical Self-organizing Map
GCS Growing Cell Structure
IGG Incremental Grid Growing

Fig. 1 Graphical abstract of the research: The data was collected from thirty peer review articles
that features areas such as, data size, algorithms, techniques, and their benefits are studied and
resulted and this present study will analyze these results to look at trends of these studies. The data
application areas and algorithms are tools that are used to analyze statistical results to gather data.
From the results, we further analyzed the percentage of the data application areas which relates to
the most frequently used algorithm, i.e., clustering algorithm
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1 Introduction

The world has totally entered the data performing age called “Wrangler” this
method has introduced a new way to unify messy data and the word “wrangling”
means to wrangle through direct interaction with data presented in a visual inter-
face. The broad utilization of IT advancements has made a difference in data
sources that have been expanding at a phenomenal rate while making the structures
and types of information progressively complex due to confidentiality issues.
Detailed analysis and use of enormous information will take a vital part in futuristic
planning that advances the financial rise of nations and improve the expansion of
organizations [1]. Conducting research on normal issues of enormous data, par-
ticularly on achievements of innovations will empower organizations and eliminate
the drawbacks of incomplete data and their interconnection. This helps to remove
the vulnerabilities brought by the repetition or potential deficiency of data. Data
wrangling helps with the extraction of knowledge from information for data sci-
ence, arithmetic, topology, medicine, and financial matters. It contains a lot of
societal data that consequently can be seen as a system mapped to society. Inves-
tigating huge data and discovering pieces of information can help us see the current
situations, and track the seasonal patterns [2].

A vast majority of researchers spend time on data planning (gathering, cleaning
and sorting out) before they can start further data analysis. There are few significant
data jobs like data investigation, data representation, and so forth. However, the
most critical and tedious task is, data wrangling as data storage administrator is
works with large amounts of data which is extremely arduous. In today comput-
erized company data compiles easily in areas where huge projects with large
amounts of complex computer-generated data occur each day if not second.

Different organizations collect data the wrong way around with the use of
multiple sources, such as some companies, clean the raw data to anticipate the data
and then take required information from the data in order to take decisions to
support the emerging trends [3]. Usually, the general approaches and practices for
data wrangling suitability are assessed before to produce the anticipated effects, as
analysts interactively discover new ways to manipulate the data and immediately
see results. Besides, Wrangler follows the user’s data alterations and mechanically
generates an encryption or a script that applies it on datasets. Some popular
methods can be used for the analysis purposes according to the requirement of the
organization [4, 5]. This research has found that, the benefits of algorithms used in
different data applications to analyze their importance for certain professions are
extremely useful. This research seeks to explore data wrangling techniques that are
used in modern data mining systems and how large organizations can benefit from
extracting useful information. Thus, we can understand how efficient an algorithm
can be in corresponding data applications. Finally, this research compares the
different algorithms and data applications that help us in making accurate decisions
while using data wrangling and algorithms in different data applications.
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2 Materials and Methods

Data wrangling, as a process, commonly takes place after an arrangement of raw
data which starts with separating the information in a set from the information
source [6].

2.1 Collection of Raw Data

The raw data collected for this study is from 30 peer-reviewed scientific publica-
tions (1996–2016) these publications all have different data applications that have
been studied and analyzed in this study. Among the review articles, most of the data
was found to be medical science while financial data was also found to be used
significantly in big data. The attributes compared were data applications, data size,
algorithms and their benefits. These attributes were found to be the most important
contents in the published articles to be studied or analyzed.

2.2 Data Inclusion Criteria

To assess data inclusion criteria a comparison table was drawn to include attributes
such as Author, Applications, Data size, Algorithms, and Benefits. The different
data applications are used for those research articles that are clustered with respect
to the algorithms used. The Most of the data applications are used to cluster
algorithm for data wrangling purposes. Nevertheless, in our analysis, we excluded
studies when no whole parameters are revealed and the publication is not published
in peer-reviewed scientific publications.

2.3 Analysis of Raw Data

Furthermore, the review articles were clustered according to the data applications
criteria such as medicine, finance, text, government, topology, galaxy, and educa-
tion for the analysis purpose. On the other hand, those articles were again separated
according to the algorithms used. The algorithms used in those review articles
mostly found that clustering algorithm and decision tree are a better solution. Later
on, the analyzed outputs allowed finding out the percentage of the use of clustering
algorithm in the recent data application areas in Big data.

The total number of data application areas and algorithms used to review the
chosen from were categorized into different clusters. Then, the percentage of data
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application areas are then used for data wrangling purposes and calculated. Simi-
larly, the percentage of the algorithms used in the review articles for data wrangling
purposes was calculated. These calculations are further used for further analysis of
the most frequently used algorithm by major data application areas.

2.4 Comparison of Research Studies

See Table 1.

3 Results

The data gathered from different 30 peer-reviewed scientific publications (1996–
2016) (Table 1) were analyzed with respect to the data areas and algorithms. The
graphical representations of the analysis of the data applications and approaches,
and algorithms are shown in the Figs. 2, 3 and 4.

3.1 Analysis of Data Application Used for Data Wrangling

The data applications are clustered according to the major categories such as
medicine, finance, text, government, topology, galaxy and education. Then, the
calculation for the analysis purposes was also carried out using the following
formula:

Percentage of the Data Application areas = (Number of studies that used the
Data Application area * 100/Total studies have been used for this research) %, for
an example: Percentage of Medical Data = (8 * 100/30) % = 26.67%.

Similarly, the percentages for other data applications were calculated and the
results are shown in the Fig. 2.

The analysis of the data applications areas shows that most of the research is
done with the use of medical data, i.e., 26.67% of the review articles used for this
analysis are medical data. Secondly, textual data with 23.33% of the review articles
are also used for conducting the research. Financial data with 20% is used after
medical and textual data. Topological data and governmental data were then used
13.33% and 10% respectively. Other data applications only cover 6.67% of the total
applications for this analysis. Some educational data and Galaxy data were used for
some minor contribution.
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3.2 Analysis of Algorithms Used for Data Wrangling

The algorithms used in the research articles were clustered according to the simi-
larity of their methods. The calculation for the analysis purpose was carried out by

Analysis of Data Applications

27%

23%20%

13%

10%
7%

Medical Data

Textual Data

 Financial Data

Topological Data

Governmental Data

Others

Fig. 2 The analysis of data applications used for data wrangling and their percentage

50%

33%

17%

Clustering 

Decision Tree 

Others

Fig. 3 Shows the analysis of algorithms that have been used for data wrangling

33%

20%
20%

27%

Medical Data

Financial Data

Textual Data

Others

Fig. 4 The analysis of data applications using clustering algorithms
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using the following formula: Percentage of the Algorithm used = (Number of
articles using algorithm*100/Total articles have been used for the research) %, for
an example: Percentage of the Clustering Algorithm = (15 * 100/30) % = 50%.

Similarly, the percentages for other algorithms are calculated and the results are
also shown in the Fig. 3.

After the analysis of algorithms used by the review articles, this study has found
that, the clustering algorithm used by the articles is 50%. This indicates that most
frequently used algorithm in the data wrangling is clustering algorithm as 50% is
not a small number. On the other hand, 33.33% of the research articles used
Decision Tree algorithm approach. Some other algorithms such as Ontological
realism, Sorting, Search, Visualization and Schema mapping algorithms were also
used in some of the review articles.

3.3 Analysis of the Mostly used Algorithm by the Mostly
used Data Applications

Firstly, the number of review articles that used clustering algorithms were separated
according to the data application areas. Most of the review articles have used
medical data implemented the clustering algorithm for data wrangling purposes in
most of their review articles, i.e., five medical data applications out of eight is some
medical data applications that has used clustering algorithm whereas the remaining
three review articles have used a decision tree algorithm. The highest frequency of
the data applications have used research articles that were calculated according to
the number of the clustering algorithms used in the review articles are for data
wrangling purposes. The calculation for the analysis purpose was carried out by
using the following formula:

The percentage of mostly used data application in clustering algo-
rithm = (Maximum of data application used * 100/Total number of clustering
algorithm used). For example: Percentage of Medical data has used Clustering
algorithm = (5 * 100/15) % = 33.33%.

Similarly, the percentages of the mostly used data application for mostly used
algorithm was calculated and the results were shown in Fig. 4.

Five out of fifteen published articles have used clustering algorithms. These
articles are mainly medical articles that have implemented data in order to cluster
algorithms (33.33%) and the data applications have used clustering algorithm. This
shows that, medical data has used clustering algorithm most frequently out of the
rest. It can also be concluded that while conducting the medical data analysis,
clustering algorithm can be the first choice for the data mining purposes.
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4 Discussion

When the data sets were clustered according to the data applications of the data
wrangling processes, it was found that clustering algorithm is the most commonly
used algorithm wrangling processes. This research concludes on a note, stating that,
the medical data is the most applicable method used for data wrangling processes,
as there is great scope in data wrangling in medicinal science. The related trends of
the data applications identified the patterns of their appearances in groups and they
are recognized accordingly. In order to find the different aspects of the research
articles, the patterns of the data were used. The data gathered from articles were
then classified into different clusters of data applications as well as algorithms
which led the research forward.

After clustering, the articles were analyzed in a group to find the similar and
dissimilar properties of the applications and algorithms. The analysis formed the
representation of similar and different trends of the data sets. The interdependency
between the data sets was then recognized. When one of the data applications
occurred, we analyzed whether a specific data application is used frequently in an
algorithm or not. This helped us to find out the conclusion about the relationship
between the data applications and algorithms used in the research articles.

This study observed that medical data application for clustering algorithm is one
of the best options. There are some studies which use clustering algorithm for
medical data wrangling [16, 27, 28, 30, 32]. On the other hand, some studies [21,
24] used Decision Tree algorithms instead of clustering algorithms for medical data
applications. Furthermore, exploring different techniques for Big Data databases
[37, 38], security [39, 40] and prediction and pattern analysis [41] could be an
interesting path to explore in the future.

5 Conclusion

This study, performed a content analysis which comprised of data extracted from 30
peer-reviewed scientific publications (1996–2016) describing the applied algorithm
models for data wrangling in Big Data area. The Clustering algorithm which is
sensitive data application area was the most applicable area for using data wran-
gling. Fifty percent of the research articles have used clustering algorithms such as
clustering algorithm divides the datasets into different clusters with much more
similarities and dissimilarities between the clusters. The concluded analysis shows
that the data application areas and medical data are found to be used in most of the
research articles. Furthermore, it has been found that the medical sector, being a
sensitive data application area, was the most applicable area for using data wran-
gling. It has been concluded that clustering algorithm is suggested to be used by
medical data applications for the data wrangling purpose. Since all of the small
sample sizes, as there could be less accuracy for the results obtained. This research
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can be extended by collecting more data in order to get the highest accuracy in the
results obtained.

Author Contribution C. Bashyal and M.N. Halgamuge conceived the study idea and developed
the analysis plan. C. Bashyal analyzed the data and wrote the initial paper. M.N. Halgamuge
helped to prepare the figures and tables, and finalizing the manuscript. All authors read the
manuscript.

References

1. Vlahogianni, E.I., Karlaftis, M.G., Stathopoulos, A.: An extreme value based neural
clustering approach for identifying traffic states. Intell. Transp. Syst., 320–325 (2005)

2. Jin, X., Wah, B., Cheng, X., Wang, Y.: Significance and challenges of big data research. Big
Data Res. 2(2), 59–64 (2015)

3. Sarikaya, A., Correli, M., Dinis, J., O’Connor, D., Gleicher, M.: Visualizing co-occurrence of
events in populations of viral genome sequences. Comput. Graph. Forum 35(3), 151–160
(2016)

4. Meena, K., Lawrance, R.: Semantic similarity based assessment of descriptive type answers.
In: International Conference on Computing Technologies and Intelligent Data Engineering
(ICCTIDE), pp. 1–7 (2016)

5. Medhane, D.V., Sangaiah, A.K.: ESCAPE: effective scalable clustering ap-proach for parallel
execution of continuous position-based queries in position monitoring applications. IEEE
Trans. Sustain. Comput. (2017). https://doi.org/10.1109/TSUSC.2017.2690378

6. Padua, L., Schulze, H., Matković, K., Delrieux, C.: Interactive exploration of parameter space
in data mining: Comprehending the predictive quality of large decision tree collections.
Comput. Graphics 41, 99–113 (2014)

7. Gulwani, S.: Programming by Examples (and its applications in Data Wrangling) (2016)
8. Heer, J., Hellerstein, J.M., Kandel, S.: Predictive interaction for data transformation (2015)
9. Terrizzano, I., Schwarz, P., Roth, M., Colino, J.E.: Data wrangling: the challenging journey

from the wild to the lake (2015)
10. Endel, F., Piringer, H.: Data wrangling: making data useful again. IFAC-PapersOnLine 48(1),

111–112 (2015)
11. Savinov, A.: ConceptMix—self-service analytical data integration based on the

concept-oriented model. In: Proceedings of 3rd International Conference on Data Manage-
ment Technologies and Applications (2014)

12. Parisot, O., Vierke, G., Tamisier, T., Didry, Y., Rieder, H.: Visual analytics for supporting
manufacturers and distributors in online sales (2014)

13. Blankenberg, D., Johnson, J., Taylor, J., Nekrutenko, A.: Wrangling galaxy’s reference data.
Bioinformatics 30(13), 1917–1919 (2014)

14. Ceusters, W., Hsu, C.Y., Smith, B.: Clinical data wrangling using ontological realism and
referent tracking (2014)

15. Kandel, S., Paepcke, A., Hellerstein, J., Heer, J.: Enterprise data analysis and visualization: an
interview study. IEEE Trans. Vis. Comput. Graphics 18(12), 2917–2926 (2012)

16. Grimes, M., Lee, W., van der Maaten, L., Shannon, P.: Wrangling phosphoproteomic data to
elucidate cancer signaling pathways. PLoS ONE 8(1), e52884 (2013)

17. Kandel, S., Heer, J., Plaisant, C., Kennedy, J., van Ham, F., Riche, N., Weaver, C., Lee, B.,
Brodbeck, D., Buono, P.: Research directions in data wrangling: Visualizations and
transformations for usable and credible data. Inf. Vis. 10(4), 271–288 (2011)

18. Kandel, S., Paepcke, A., Hellerstein, J., Heer, J.: Wrangler: interactive visual specification of
data transformation scripts (2011)

Review on Analysis of the Application Areas and Algorithms … 351

http://dx.doi.org/10.1109/TSUSC.2017.2690378


19. Zengin, K., Esgi, N., Erginer, E., Aksoy, M.: A sample study on applying data mining
research techniques in educational science: Developing a more meaning of data. Proc. Soc.
Behav. Sci. 15, 4028–4032 (2011)

20. Guo, P.J., Kandel, S., Hellerstein, J.M., Heer, J.: Proactive wrangling: mixed-initiative
end-user programming of data transformation scripts (2011)

21. Espejo, P.G., Ventura, S., Herrera, F.: A survey on the application of genetic programming to
classification (2010)

22. Wu, W., Leung, Y., Mi, J.: Granular computing and knowledge reduction in formal contexts.
IEEE Trans. Knowl. Data Eng. 21(10), 1461–1474 (2009)

23. Tasdemir, K., Merenyi, E.: Exploiting data topology in visualization and clustering of
self-organizing maps. IEEE Trans. Neural Netw. 20(4), 549–562 (2009)

24. Oehmen, C., Nieplocha, J.: ScalaBLAST: a scalable implementation of BLAST for
high-performance data-intensive bioinformatics analysis. IEEE Trans. Parallel Distrib. Syst.
17(8), 740–749 (2006)

25. Datta, S., Bhaduri, K., Giannella, C., Wolff, R., Kargupta, H.: Distributed data mining in
peer-to-peer networks. IEEE Int. Comput. 10(4), 18–26 (2006)

26. Cilibrasi, R., Vitanyi, P.: Clustering by compression. IEEE Trans. Inf. Theor. 51(4), 1523–
1545 (2005)

27. Saraiya, P., North, C., Duca, K.: An insight-based methodology for evaluating bioinformatics
visualizations. IEEE Trans. Vis. Comput. Graphics 11(4), 443–456 (2005)

28. Au, W., Chan, K., Wong, A., Wang, Y.: Attribute clustering for grouping, selection, and
classification of gene expression data. IEEE/ACM Trans. Comput. Biol. Bioinform. 2(2), 83–
101 (2005)

29. Figueiredo, V., Rodrigues, F., Vale, Z., Gouveia, J.: An electric energy consumer
characterization framework based on data mining techniques. IEEE Trans. Power Syst. 20
(2), 596–602 (2005)

30. Jiang, D., Tang, C., Zhang, A.: Cluster analysis for gene expression data: a survey. IEEE
Trans. Knowl. Data Eng. 16(11), 1370–1386 (2004)

31. Pedrycz, W., Bargiela, A.: Granular clustering: a granular signature of data. IEEE Trans. Syst.
Man Cybern. Part B (Cybernetics) 32(2), 212–224 (2002)

32. Seo, J., Shneiderman, B.: Interactively exploring hierarchical clustering results [gene
identification]. Computer 35(7), 80–86 (2002)

33. Rauber, A., Merkl, D., Dittenbach, M.: The growing hierarchical self-organizing map:
exploratory analysis of high-dimensional data. IEEE Trans. Neural Netw. 13(6), 1331–1341
(2002)

34. Alahakoon, D., Halgamuge, S., Srinivasan, B.: Dynamic self-organizing maps with controlled
growth for knowledge discovery. IEEE Trans. Neural Netw. 11(3), 601–614 (2000)

35. Karypis, G., Han, E., Kumar, V.: Chameleon: hierarchical clustering using dynamic
modelling. Computer 32(8), 68–75 (1999)

36. Keim, D., Kriegel, H.: Visualization techniques for mining large databases: a comparison.
IEEE Trans. Knowl. Data Eng. 8(6), 923–938 (1996)

37. Vargas, V., Syed, A., Mohammad, A., Halgamuge, M.N.: Pentaho and Jaspersoft: a
comparative study of business intelligence open source tools processing big data to evaluate
performances. Int. J. Adv. Comput. Sci. Appl. (IJACSA) 7(10), 20–29 (2016)

38. Kalid, S., Syed, A., Mohammad, A., Halgamuge, M. N.: Big-Data NoSQL databases:
comparison and analysis of “Big-Table”, “DynamoDB”, and “Cassandra”. In: IEEE 2nd
International Conference on Big Data Analysis (ICBDA 2017), pp 89–93, Beijing, China, 10–
12 March (2017)

39. Kaur, K., Syed, A., Mohammad, A., Halgamuge, M. N.: Review: an evaluation of major
threats in cloud computing associated with big data. In: IEEE 2nd International Conference on
Big Data Analysis (ICBDA 2017), pp. 368–372, Beijing, China, 10–12 March (2017)

40. Pham, D.V., Syed, A., Mohammad, A., Halgamuge, M.N.: Threat analysis of portable hack
tools from usb storage devices and protection solutions. In: International Conference on

352 C. Bashya et al.



Information and Emerging Technologies (ICIET 2010), pp. 1–5, Karachi, Pakistan, 14–16
June (2010)

41. Gupta, A., Mohammad, A., Syed, A., Halgamuge, M.N.: A comparative study of
classification algorithms using data mining: crime and accidents in denver city the USA.
Int. J. Adv. Comput. Sci. Appl. (IJACSA) 7(7), 374–381 (2016)

Review on Analysis of the Application Areas and Algorithms … 353



An Innovation Model for Smart Traffic
Management System Using Internet
of Things (IoT)

Amardeep Das, Prasant Dash and Brojo Kishore Mishra

Abstract Traffic management is the focus area for most urban dwellers and
planners. Congestion is the most important major obstacle that has been seen in
many countries including India. Countries To avoid this obstacle means how to
manage the traffic smoothly. Traffic congestion mainly focuses on the signals
failure, reduced law enforcement and improper traffic management. Existing
foundation can’t be extended increasingly and subsequently the main choice
accessible is to enhance the administration of the traffic. Traffic congestion is not a
good sign for our country as well as it creates a negative impact starting from
economy to the leaving standard. Consequently the opportunity has already come
and gone to viably deal with the traffic congestion. Many methods are designed to
manage the traffic and minimize the congestion. Out of all the techniques, infrared
sensor, inductive loop detection, video data analysis, wireless sensor network, etc.
are used to somewhat solve the congestion in the traffic and to manage the traffic
smartly. But in the above said methods having some demerits like much time to
take for installation, maintenance cost is very high. Actually, our objective is to
develop a new technology or method; that will solve the above problems and
produce better result within a stipulated time. To overcome the challenges, a new
method arises called as Radio Frequency Identification (RFID). By this innovation,
it will require less time for establishment with lesser expenses when contrasted with
different strategies for traffic blockage administration. Utilization of this new
innovation will prompt lessened traffic jam. It refers to small electronic devices that
consist of a small chip and an antenna. It plays a vital role in intelligent traffic
management system technologies to sense the presence and movement of tagged
objects; the traffic will be monitored and managed automatically using this system.
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The data collected from this system will be sent to a centralized server for further
analysis. Moreover, the traffic signal lights at crossing points are based on traffic
density of roads intersecting at that point. This chapter discusses about an archi-
tecture which integrates Internet of things and other moving components like data
management techniques to create a model for traffic management and monitoring.
The model comprises of a single platform where this platform will communicate
with the large number of decentralized heterogeneous components.

Keywords Traffic management ⋅ RFID ⋅ GSM ⋅ Congestion
IOT

1 Introduction

The smart traffic management system, a speculative informational, clever, effective
and mingled new transport framework that works to expand the productivity of
transport foundation by new age data innovation, data communication transfer
technology, electronic control technology and computer processing technology.
The creative energy of smart city is inconceivable without utilizing smart traffic
management system. The smooth and fault free activity development is the key of
smart city [1]. Traffic congestion is the result of poor infrastructures, low speed and
violation of traffic rules.

Although many traffic management and control strategies utilized on interurban
systems are legitimate, with some traffic administration designs close key conur-
bations coordinating the interface to urban systems, [2] urban traffic administration
mainly includes traffic signal administration and co-ordination, need and
enhancements to open transport and a more exhaustive portability administration
approach, given specifically that a considerably more noteworthy extent of journeys
in urban ranges are normal trips (e.g. driving). These days, the quantity of vehicles
has expanded exponentially, however the bedrock limits of streets and transporta-
tion frameworks have not created in a comparable approach to productively adapt to
the quantity of vehicles going on them. Because of this, street sticking and activity
connected contamination have expanded with the related unfriendly societal and
budgetary impact on various markets around the world [3]. A static control
framework may square crisis vehicles because of roads turned parking system.
WSNs have increased expanding consideration in movement location and main-
taining a strategic distance from street blockage. WSNs are exceptionally popular
because of their quicker exchange of data, simple establishment, less support,
smallness and for being more affordable contrasted with other system choices.
There has been huge research on Traffic Management Systems utilizing WSNs to
maintain a strategic distance from clog, guarantee need for crisis vehicles and cut
the Average Waiting Time (AWT) of vehicles at crossing points [4].

The purpose of Smart Traffic Management is mainly improvised for looking
after the Set off data of a region to manage the Traffic along that area and implement
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various useful technologies which are been required by various persons like vehicle
owners, pedestrians, police officers etc. Mainly the purpose of Smart traffic man-
agement system is to give the details which can be used and they can be imple-
mented in their daily life. The problems which have been occurred at their presence
can be solved by this Smart Traffic.

1.1 Background and Motivation

Traffic management is the arranging, observing and control or impacting of activity.
It expects to: boost the adequacy of the utilization of existing foundation; to
guarantee dependable and safe operation of transport; to address ecological
objectives; and guarantee reasonable assignment of framework space (street space,
rail openings, and so forth.) among contending clients. Traffic monitoring system
developed so far are primarily focused on structured traffic that is not the case in a
country like ours. Development of overhead structures can’t be considered as a
viable option since it increases the cost substantially, the same goes for under the
road construction. Necessity to analyze traffic pattern, near real time reporting and
simultaneous conduction of smooth traffic flow. Our country (India) is the second
largest population of world; according to that vehicles are increased day to day life.
Here, the questions arise! how to avoid the congestion in the road; that means traffic
management.

Traffic management has since quite a while ago existed in some frame, from the
beginning of railroad flagging or movement lights on city lanes, yet the improve-
ment and execution of modern coordinated applications in light of Intelligent
Transport Systems (ITS) has developed apace lately, because of effective research
and technological advances. This has been pushed by acknowledgment of the need
to oversee transport organizes all the more adequately keeping in mind the end goal
to boost the utilization of existing framework, give a solid support of the end client
and increment security, while lessening negative natural impacts. To manage the
traffic in the road; we are doing very good job by manually that means one or more
traffic police are appointed there to serve the people from the congestion in road.
But, it is difficult to monitor and manage. That’s why, the new concept Internet of
Things (IOT) is implemented to control the traffic.

1.2 Internet of Things (IOT)

In Today’s Scenario it is certainty that, number of vehicles is expanding expo-
nentially, however infrastructure for transportation isn’t adequate to fulfil their
necessities. Because of this, valuable time is being lost each day. This additionally
prompts enormous financial issues [5]. Principle issue happens when this traffic
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clog costs life of somebody. It ought not astonish that activity blockage influences
all crisis vehicles, which can be excessively unsafe to influenced individuals.

1.2.1 What Is IOT?

The gigantic system of gadgets associated with the Internet, including advanced
mobile phones and tablets and practically anything with a sensor on it—cars,
machines in production plants, jet engines, oil drills, wearable devices, and more.
These “things” collect and exchange data. All the non living organs are connected
with each other for sharing the information in a global network.

IoT and the machine-to-machine (M2M) innovation behind it—are bringing a
sort of “super perceivability” to almost every industry. Imagine utilities and telcos
that can predict and prevent service outages, airlines that can remotely monitor and
optimise plane performance, and healthcare organisations that can base treatment on
real-time genome analysis. The business possibilities are endless. From the Fig. 1,
it is observed that how things are connected and sharing the data among themselves.
The numbers of connections are increased rapidly from time to time; shown in
Table 1.

The quick growth of information technology (IT) has presented a hyper con-
nected society where objects are linked to mobile devices and the Internet and
communicate with each other [1]. In this century, we would like to be connected
with anything anytime and anywhere, which is already occurs in various places
through over the world. The core part of this hyper connected society is IoT, that is

Fig. 1 The diagram of internet of things
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also treated as Machine to Machine (M2 M) communication or Internet of
Everything (IoE).

IOT = Physical Object +Controller, Sensor, Actuators + Internet

1.2.2 Why IOT Require?

Internet of Things (IoT) makes our reality as conceivable as associated together.
These days we practically have web foundation wherever and we can utilize it at
whatever point. Implanted figuring gadgets would be presented to web impact.
Normal cases for inserted processing gadgets are MP3 players, MRI, traffic lights,
microwave stoves, washing machines and dishwashers; GPS even heart observing
inserts or biochip and so on.

IoT tries to set up cutting edge network (with the guide of web) among these said
gadget or frameworks or administrations to little by little make robotization in all
ares. Picture that everything is associated with accumulate and all data would be
connected to each other over standard and diverse convention space and applica-
tions. More or less IoT needs to associate every single potential question connect
each other on the web to give secure, comfort life for human [6].

Recent investigates appear by 2020 we have more than 20 billion gadgets which
utilizes IoT. IoT does that as a result of controlling on gadget and lower cost on
radio. Yet, these huge fields make difficulties, for example, lacking IP address,
creating perfect and valuable convention and condition. The accompanying reasons
are to require IOT. They are:

(a) Get more out of your current IT resources:
Begin with your current IT resources and expand upon them. Include a couple
of new gadgets, associate them to the cloud, and empower them to converse
with each other, to the representatives and to clients. Change your business by
using the information those gadgets create with business knowledge appara-
tuses to have further understanding into what the clients and workers need.

(b) Become more proficient:
Associating gadgets and frameworks can enable you to shave minutes from a
client’s login procedure, hours from restocking stock, or days from routine
framework updates and improvements. At the point when information streams
flawlessly amongst gadgets and through the cloud, you can access and utilize it

Table 1 Number of
connected devices from time
to time

Year Number of connected devices

1990 0.3 million
1999 90.0 million
2010 5.0 billion
2013 9.0 billion
2025 1.0 trillion
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more effectively than any time in recent memory. That implies investing less
energy pulling reports, and additional time making new services and products
based on your new insights.

(c) Find better approaches to enchant your clients:
From the slightest utilized fitting room in the store to the keyboard that drive
the most grounded coupon deals, each bit of information is a sign to the items
and encounters your clients are looking for. Picture rising examples and foresee
conduct to expect patterns and give your clients what they need, before they
even know they need it.

(d) Increase agility:
Information bits of knowledge can enable you to react all the more rapidly to
rivalry, inventory network changes, client request and changing economic
situations. Gathering and breaking down information gives you speedy
knowledge into patterns, so you can change your creation movement, tweak
your upkeep timetable or find more affordable materials.

1.2.3 Applications of IOT

Though, IOT gives the solution easily for the society; and also it is very easy to
implement. The most and famous application area where IOT is used. They are:

• Environmental monitoring
This utilization of the IoT regularly utilize sensors to aid ecological assurance by
observing environment or soil quality and can incorporate zones like checking
the development of untamed life and their living spaces. Advancement of asset
obliged gadgets associated with the Internet additionally implies that different
areas like earthquake or tsunami early-detection frameworks can likewise be
utilized by crisis administrations to give more viable guide. IoT gadgets in this
application ordinarily traverse an extensive geographic zone and can likewise be
portable.

• Infrastructure management
The key application of the IoT is railway tracks, bridges, on-and offshore-wind
farms are the checking and controlling operations of urban and rural infras-
tructure (building, bridges and dam). IoT system can be utilized for checking
any events or changes in basic conditions that would negotiation be able to
safety and increment risk. It is used meant for fix and maintenance actions in an
efficient manner, by distributing jobs among service providers and users of these
services. These devices controls required infrastructure like bridges to give
access to ships. Handling of IoT devices used for monitoring and operating
infrastructure is possible to improve event management and emergency reply
management, quality of service, up-times and decrease costs of process in each
infrastructure related areas. Areas such as waste management can profit from
computerization and optimization that could be brought in by the IoT (Fig. 2).
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• Energy management
Coordination of detecting and activation frameworks, associated with the
Internet, is probably going to improve the total energy utilization. This is normal
for IoT gadgets to incorporated with all types of energy expending gadgets
(switches, electrical plugs, bulbs, TVs, etc.) and have the capacity to speak with
the utility supply organization keeping in mind the end goal is to adjust power
generation and its use. Such gadgets would likewise offer the open door for
clients to remotely control their gadgets, or midway oversee them by means of a
cloud based interface, and empower advanced capacities like planning (e.g.,
remotely powering on or off heating systems, controlling ovens, changing
lighting conditions etc.). Other than locally established power management, the
IoT is particularly significant to the Smart Grid since it gives frameworks to
accumulate and follow up on power and power-related data in a mechanized
manner with the objective to enhance the effectiveness, reliability, financial
matters, and supportability of the creation and appropriation of power. Using
advanced metering infrastructure (AMI) gadgets associated with the Internet
backbone, electric utilities can gather information from end-client associations,
as well as oversee other distribution automatic gadgets like transformers and
reclosers.

• Industrial Applications
Engineering Applications look at the idea of thing remembering the ultimate
objective to constant enhancing to have an average publicizing, for instance,
who are most interested to which thing and how this thing can find exhibiting
with which minor changes; appeared in Fig. 3.

Fig. 2 Infrastructure management
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• Medical and Healthcare Systems
Medicinal services Systems shows signs of improvement understanding state by
checking and controlling their heart rate or pulse or even for their diet.. Smart
tablet shows the number of dosages and its ingredient needed for a particular
patient.

Now a day’s some hospitals implements new bed allocation system that can
sense at what time the bed are occupied and when a patient is trying to get up. It
can also regulate itself to guarantee suitable pressure and support is applied to
the patient without the physical interaction of nurses shown in Fig. 4.

• Building and Home Automation
In all types of home appliances that have the potential to monitor and remote
control such as, ventilation, security lock lightening, heating, air condition,
telephone system, television to make a comfort, secure, with low energy con-
sumption (Fig. 5).

• Transport Systems
Transportation Systems helps in automatic configuration in traffic lights, smart
parking, and traffic camera to detect which road has heavy traffic and offer
automatically less crowd road [7–9], or smart camera which fine driver in high
speed. Figure 6 shows the smart parking system.

Fig. 3 Industrial application
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Fig. 4 Medical and healthcare systems

Fig. 5 Building and home automation
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1.2.4 Advantages Towards New Era

In 2010 as a result of rapid proliferation of smart phones and tablets the number of
connected devices exceeded the number of people (the number of connected objects
increased to 12.5 billion, while the entire population was 6.8 billion people). It
introduced the new generation of IoT and removes the concept of internet-of-people.

At present moment we are observing fast development of the Internet of things.
Now more and more devices are being connected to network, as we have a strong
desire to do everything around us “smart”, up to road signs. According to scientific
forecasts, by 2020 the number of connected devices will have been 60 billion!
Thus, the Internet of things is a trend of our time.

2 Traffic Management System

The Traffic Management System is a key component of Intelligent Transportation
System (ITS) domain. The Traffic Management System view is a top-down man-
agement perception that integrates technology primarily to improve the flow of
vehicle traffic [10] and improve safety.

Our intelligent traffic specialist solution for road traffic control System offers the
ability to acquire real-time traffic information. Traffic expert enables operators to
perform real-time data analysis on the information gathered. Traffic management
measures are aimed at improving the safety and flow of traffic utilizing traffic
capacity more effectively [2, 11].

Fig. 6 Transport system
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The major goals of the ITS domain is:

• Increase transportation system efficiency
• Mobility Enhancement
• Safety Improvement
• Reduce fuel consumption and environmental cost
• Increase economic productivity
• Create an environment for an ITS market.

Our objective is all the devices are connected and sharing the information
smoothly over globally. Many methods are designed to manage the traffic and
minimize the congestion. Out of all the techniques infrared sensor, inductive loop
detection video data analysis, wireless sensor network, etc. are used to solve the
congestion in the traffic and manage the traffic smartly.

2.1 Inductive Loop Detection

Induction loops are utilized for transmission and gathering of correspondence
signals, or for recognition of metal objects in metal detectors or vehicle indicators.
Multiple rounds of insulated cable are situated in a low cut out in the street, a lead
inside the cable passes through the street-side pull box towards the controller and
the electronic element positioned in the controller cabinet [11, 12]. The induction of
the wire has changed depending upon the number of objects passes through the
loop or stops. Change of induction is directly proportional to frequency. Due to the
frequency change a electronic signal is forwarded to the control unit; this signal
indicates the presence of the vehicle. Inductive loop detection helps to know the
vehicle existence, its movement and also counts the number of vehicles passing
through an exact location.

2.2 Video Analysis

An intelligent camera which has a unit to process data, different sensors to sense the
stimuli and a unit for communication. The traffic always checks using an intelligent
camera [11]. The video which is captured by the camera after that compressed to
shrink the transmission bandwidth. The summary of video analysis depends on the
raw video data and then calculates the traffic statistics. This statistic has the
information about vehicles frequency, its average speed and path occupancy. The
problems linked with video analysis are—(i) high relatively cost (ii) affect of deep
smog or rains (iii) at the evening surveillance requires proper street lighting.
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2.3 Infrared Sensors

The main objective of infrared sensor is used to sense or emit the infrared radiation.
The sensors [11] are also capable of measuring the heat being emitted by an object
and detecting motion; Infrared Radiation. It is used to detect the energy coming
from the various types of objects like vehicle, road surface etc. The data can be
captured the object by this electronic device is focused on to an infrared reactive
objects using an optical method which then converts the energy into an electrical
signals.

The captured energy of the infrared sensors is determined against infrared
sensitive objects with an optical scheme which subsequently transforms the energy
into the electric signals. These stimuli are used to check the traffic. It is used for
signal management, recognition of pedestrians during crosswalks and communi-
cation of traffic information [13]. The major drawback of infrared sensors is that the
usefulness of the system can be affected due to fog; also it has a complex instal-
lation and maintenance process [2, 6].

2.4 Wireless Sensor Network

By the help of the various technologies related with wireless sensor networks
(WSNs) have been used to detect the traffic and avoids road congestion. WSNs are
very trendy due to their faster transfer of information, easy installation, less
maintenance, compactness and for being cheaper compared to other network
options [12, 14, 15]. There has been significant research on Traffic Management
Systems using WSNs to avoid congestion, ensure priority for emergency vehicles
and cut the Average Waiting Time (AWT) of vehicles at intersections. In recent
decades, researchers have started to monitor real-time traffic using WSNs, RFIDs,
ZigBee, VANETs, Bluetooth devices, cameras and infrared signals.

3 Proposed Traffic Management System

3.1 Introduction and Objective

According to a new concept RFID, any vehicles deployed along with a RFID tag.
The tag maintains the entire information about the vehicles. The tag identifying all
vehicles exclusively and alerts the driver for getting various traffic messages. The
RFID controller can be fixed with open signaling system. As per the Fig. 7, every
signal have knows the data about all the vehicle passes through it. Here, each
vehicle considered as an object and when it crosses through a signal, signal can
repeatedly keep the data that means count of the vehicles passing by it. That traffic
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congestion should be maintained by variable counts. Every signal has a threshold
value i.e. red and green. The timer can be dynamically controlled by the vehicles
frequency crossing the signal per second.

Calculate the lowest frequency of vehicle passes per second and kept it in the
controller. When this lowest frequency is arrived, the controller must give an
instruction to the signal for turning red. Hence the signal is managed dynamically.
Let’s assume the maximum threshold value of green and red signal are 30 and 20 s
respectively. The lowest frequency of vehicles passing by is 5 and that value is
stored in the controller. Initially, the green signal will come (by default), when the
timer begins through a peak value of 20, the frequency of the vehicles crossing the
signal per second is 10, then after 10 s, that decreases to 5, and at that point of time
automatically the RFID controller gives an instruction to the signal to turn red. As a
result the red signal appears and it’s subsequently signal in that connection turns
green. This method continues in a cycle.

Due to the vibrant control, the signal helps in decreasing the waste of time and
measuring the traffic congestion as a priority basis on a known vehicular traffic
street. The proposed system checks traffic congestion in the street. No of vehicles
passing the signal per second reached more than the maximum threshold time, then
the congestion will arise at that location. When the congestion is detected, a
notification command or message can send to its next former signal’s controller as a
temporary basis to stop the traffic through the RFID. The signal is turn red when the
message has reached at its next point and according to that RFID message the traffic
will work. After releasing the congestion at the crossing point, the particular sig-
nal’s controller will forword a latest message to its previous controller signifying to
start the traffic flow another time in that direction. After getting this message from
the controller of the past signal place the red light OFF and turns the signal as green
and restart the signal cycle as before. We have studied the flow of the proposed
traffic management system from the Fig. 8.

3.2 RFID

The RFID is an electronic device which has small chip and antenna. The infor-
mation is collected through antenna and stores it into the chip. The major com-
ponent of RFID are RFID controller and RFID tag.

Fig. 7 Intelligent transportation system (ITS)
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RFID Controller:

The RFID interrogator is currently available in the RFID controller and it is used to
communicate with the RFID tag. The interrogator receives the signal or data as an
input and passed it to the controller. Inter process communication sends commands
and data messages from the controller components. Controller core is situated in the
RFID controller. The controller core listens to the interrogators and based on the
configuration; it can execute read/write operations upon the RFID tag or can do
both listening and performing operations. The RFID controller can have serial
interface during which external GSM/GPRS devices can be interfaced with it to
make a dual radio device.

RFID Tag:

It is a mobile device which utilized the radio frequency electromagnetic fields
towards move data and helps to identify and track the objects. Normally, two types
of devices are used; one is active and other is passive. In case of active RFID, the
battery is installed inside, whereas in passive it is not installed. Passive RFID based
on outside source for its work. Tags data is situated in a non-volatile memory. Tag
comprise of a Radio Frequency transmitter and receiver. Each tag has a unique
serial number.

3.3 Steps of Proposed Work

Table 2, describes the variables which are used for the proposed model. Here, we
considered two signals depending upon the congestion on traffic as a green or red.

Fig. 8 System architecture
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Thus, we require minimum and maximum value for the two signals within a par-
ticular time period and also count the number of frequencies.

From the above Fig. 7, we clearly observe the flow of data of our proposed
work. Two steps are normally used to mange; they are as follows:

Step 1: Initially, the light should be Green.
Timer or Clock rate compares with Maximum threshold of Green signal
and Timer is not Zero:
Then if (actual frequency of the vehicle (Act_count) > minimum
threshold of vehicle (MINth_count))

Remain the signal Green and reduce the count rate by 1.

Else if (actual frequency of the vehicle (Act_count) <= minimum
threshold of vehicle (MINth_count))

Go to Step 2.

Step 2: Create the signal Red and turns the adjacent signal as Green.
Go to Step 1.

4 Conclusion and Future Work

To overcome the drawbacks and shortcomings of existing work on traffic man-
agement system; the proposed work is designed and developed. The implementa-
tion of existing system cost is very high and it also depends upon the environmental
condition. An efficient algorithm should fulfill the criteria like minimum cost, easy
installation procedure and effectively manage the congestion at traffic. Our pro-
posed system fulfils all the criteria for measuring, controlling and avoiding the
traffic. The procedure is gainful than the present system. Here the survey shows
about the problem which arises at metropolitan location throughout the globe
caused by congestions along with the linked sources. Mostly, metropolitan location
is most horrible with this situation. Congestions comprise a harmful effects on the

Table 2 Variables are used as an input for the proposed work

Maxth_Red Keeps the highest value where signal is red
Maxth_Green Keeps the highest value where signal is green
Minth_count Calculate the lowest frequency of vehicle passes per second and kept it in the

controller
Act_count Calculate the real frequency (F) by the following formula:

F = ∑ vehicles/second
Clock rate or
timer

Keeps the real clock count
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monetary condition of a nation, on the surroundings and so the in general quality of
life. The proposed method can be improved by using powerful communication
network other than GSM. This proposed model is used intelligent and plan for the
future using transport scheduling tools to classify the packages of measures, which
can best meet objectives such as, eliminating road accidents, minimizing emissions,
improved accessibility and growing the economy of the all over the world.

References

1. Awasthi, P.K.: Smart traffic management system: the back bone of smart city. SSRG Int.
J. Civil Eng. (SSRG-IJCE) 3(7) (2016)

2. Das, S., Roychowdhury, P.: Smart urban traffic management system. https://doi.org/10.13140/
RG.2.1.3414.6324

3. Sivasankar, P., Brindhavathy, B.: IOT based traffic monitoring using raspberry Pi. Int. J. Res.
Eng. Sci. Technol. (IJRESTs) 1(7) (2016)

4. Uddin, A.: Traffic congestion in Indian cities: challenges of a rising power. Kyoto of the
Cities, Naples, 26–28 Mar 2009

5. AIOTI WG01—IERC: Internet of Things Applications. 15 Oct 2015
6. Vyas, D.A., Bhatt, D., Jha, D.: IoT: trends, challenges and future scope. IJCSC 7(1), 186–197.

Sept 2015–March 2016
7. Elavarasi, T., Kuppusamy, P.: The smart transportation using IoT and intelligent transport

system in GPS localization. Int. J. Innovative Res. Comput. Commun. Eng. (An ISO 3297:
2007 Certified Organization) 4(6) (2016)

8. Sherly, J., Somasundareswari, D.: Internet of things based smart transportation systems. Int.
Res. J. Eng. Technol. (IRJET), 02(07)| (2015)

9. Traffic Detector Handbook: Third Edition—Volume I Publication no. FHWA-HRT-06-108.
Oct 2006

10. Kamoji, S., Nambiar, A., Khot, K., Bajpai, R.: Dynamic vehicle traffic management system.
IJRET Int. J. Res. Eng. Technol.

11. Lanke, N., Koul, S.: Smart traffic management system. Int. J. Comput. Appl. 75(7), 0975—
8887 (2013)

12. Kafi, M.A., Challal, Y., Djenouri, D., Doudou, M., Bouabdallah, A., Khelladi, L., Badache,
N.: A study of wireless sensor network architectures and projects for traffic light monitoring.
ANT (2012)

13. Wu, B.F., Kao, C.C., Juang, J.H., Huang, Y.S.: A new approach to video-based traffic
surveillance using fuzzy hybrid information inference mechanism. IEEE Trans. Intell. Trans.
Syst. 14(1) (2013)

14. Kafi, M.A., Challal, Y., Djenouri, D., Doudou, M., Bouabdallah, A., Badache, N.: A study of
wireless sensor networks for urban traffic monitoring: applications and architectures. In: The
4th International Conference on Ambient Systems, Networks and Technologies (ANT 2013),
pp. 617–626. Elsevier, Procedia Computer Science 19 (2013)

15. Lee, U., Gerla, M.: A survey of urban vehicular sensing platforms. Comput. Netw. 54, 527–
544 (2010)

370 A. Das et al.

http://dx.doi.org/10.13140/RG.2.1.3414.6324
http://dx.doi.org/10.13140/RG.2.1.3414.6324


Index

A
Activation function, 205, 208, 213, 214
Activity pattern, 26
Actuators, 3, 4
Adaptive, 12–14, 21, 24
Advanced Message Queuing Protocol

(AMQP), 291
Algorithm, 7, 13, 15–19, 21
Ambient Assisted Living (AAL), 238, 247
Ambulance telemetry, 267
Analytical model, 16
AODV, 101, 102, 104, 105, 108
Applications, 204, 206, 217, 219, 220
Artificial Intelligence (AI), 1, 2
Asset tracking systems, 270–272
Authentication, 134
Autoencoder, 204, 211, 212, 214, 217, 220
Auto-learning, 9
Automation, 1, 3–5, 8, 10, 18
Autonomous machine, 202
Average pooling method, 205

B
Backward phase, 204
Barcode, 17
Base station (BS), 308, 311, 315–321,

325–328, 331, 332
Battery, 12, 14
Battery life, 268, 286
Battery lifetime, 64
Battery sourced devices, 99
Beacon vector routing protocol, 127
Behavioral state, 28
Big data, 141, 171, 175–177, 179, 180,

182–185, 188, 190, 191, 195, 196
Binary languages, 237
Bio-devices, 97
Biological vision, 212, 214
Bipartite graph, 205

Bluemix, 31, 32
Bluetooth, 3
Boltzmann distribution function, 207
Brute-force, 9
Business users, 337

C
Card readers, 273
Centralized intelligence, 7
Channel Model, 133
Chatbots, 29
Clone attack, 308–314, 325, 327, 328, 332
Clone attack detection process, 309–312, 328
Cloud computing, 139, 140, 151, 153, 156,

170, 181, 185
CloudSim, 74
Cluster based replication attack detection, 308
Clustering, 337, 338, 340, 342, 343, 344, 345,

346, 347, 348, 349, 350
Cobot, 28, 29
Codewords, 116
Cognition, 2, 3, 8, 12, 15, 17–19, 23
Cognitive AI, 1–3, 8, 21, 24
Cognitive analytics, 1
Cognitive computing, 1, 3, 8–13, 18, 23, 24,

264, 277, 278, 280, 286
Cognitive data science, 278
Cognitive devices, 1, 9, 12
Cognitive IoT (CIoT), 1, 3, 11, 15, 18, 19, 21
Cognitive network, 1, 11, 15
Cognitive psychology, 8
Cognitive security, 292, 303–305
Cognitive system, 3, 9, 10, 12, 15, 23, 24
Cognitive technologies, 9, 10, 12, 23, 24
Cognitive things, 12, 19, 23
Cognitive vision, 10, 17
Communication medium, 3
Communication technology, 6
Computational intelligence, 63, 65

© Springer International Publishing AG 2018
A. K. Sangaiah et al. (eds.), Cognitive Computing for Big Data Systems Over IoT,
Lecture Notes on Data Engineering and Communications Technologies 14,
https://doi.org/10.1007/978-3-319-70688-7

371



Computer network, 6
Computer science, 5, 16, 17
Computer vision, 16–18, 277, 278
Concepts, 223, 225, 227, 228, 231, 233, 236,

238, 239, 241, 254, 255
Conceptual level, 248, 257
Congestion, 355, 357, 365, 367, 369
Constrained Application Protocol (CoAP), 291,

295, 296
Context, 9, 11, 13, 15
Continuous learning, 10, 11
Contractive autoencoder (CAE), 212, 214
Control packet, 105, 106, 107
Convolutional autoencoder, 213, 214
Convolutional Deep Belief Networks (CDBN),

208, 210
Convolutional Neural Networks (CNN), 202,

204, 208, 217, 218, 220
Cross layer design, 97, 98, 100–103, 108, 109,

112
CS threshold, 107
Customer-centric, 12
Cybercrimes, 40, 41, 56–58, 61

D
Data analysis, 143
Data collector, 178, 179
Data hiding codes, 134
Data leakage, 292, 293
Data management, 154, 157, 165–167
Data mining, 177–179
Data planning, 339
Data processing, 177
Data protection, 141, 154, 165
Data provider, 178
Data quality, 83, 278, 342
Data science, 6, 79, 93
Data science methods, 39, 40, 41, 47, 48, 56,

57, 58, 60, 61, 79
Data sovereignty, 293
Data streaming, 337
Data transformation, 177
Data transmission, 117
Data visualization, 279
Data warehouses, 337
Data wrangling, 337–341, 348, 349, 350
DCapBAC, 296
Decentralized erasure codes, 118, 123
Decision maker, 178, 179
Decision tree, 16, 83, 340, 342, 343, 344, 345,

346, 349, 350
Decoding technique, 116
Deep autoencoder, 211, 214
Deep Belief Networks (DBNs), 207, 208

Deep Boltzmann machines (DBMs), 207, 208
Deep Energy Model (DEMs), 207, 209
Deep learning, 201–203, 217, 219, 220, 277,

279
Denoising Autoencoder (DAE), 212–214
Diagnosis, 14
Digital forensics, 39–41, 49–51, 57, 58, 61
Distributed computing, 6
Distributed erasure codes, 123
Distributed intelligence, 7
Driverless cars, 26, 27
Dynamic Source Routing (DSR), 311

E
Edge computing, 140
E-Health, 99
Elementary events, 239–242, 253
Emotional behavior, 10
Encoding, 116
Encryption, 176, 178, 183–186, 188, 190, 191,

195
End-to-end transmission, 117
End-to-end transmission system, 124
End-to-End transmission with Erasure Coding,

124, 127, 128
Energy-based data aggregation algorithm, 318,

319
Energy efficiency, 276, 277
EQSR, 103
Equipment maintenance, 274
Equipment tracking, 264, 268, 270, 285
Erasure codes, 116
ERP, 4
Error correcting codes, 116
ETX, 104, 105
Expected Transmission Time (ETT), 101,

103–105, 107, 109, 112
Expert systems, 279

F
Fault tolerance, 14
FBCast, 131
Feature extraction, 17
Feature map, 204–206, 208, 212, 219
Feature matching, 17
Finance, 175, 182, 184, 185, 189, 195, 196
Financial data, 337, 338, 340–342, 344, 346,

347
Fog computing, 139–143, 145, 147, 149, 151,

153–157, 159–164, 169–171
Fog infrastructure, 144, 164
Fog networking, 140, 158, 166
Forward phase, 204
Fountain codes, 119, 120, 123

372 Index



Fraud detection, 80–85
Frequency spectrum, 20
Fully connected layers, 204, 206
Functional roles, 240, 241, 253, 255
Fuzzy, 79, 81, 82, 84–87, 91–93
Fuzzy AHP, 68, 75
Fuzzy systems, 6
Fuzzy TOPSIS, 65, 68, 71, 72, 75

G
Generalized World Entities (GWEs), 223, 225,

226, 228, 231, 232, 235, 237–245,
247–257

Genetic algorithm, 6, 7, 129
Governmental data, 337, 341, 343, 344, 345
GPS, 4
Gravitational Search Algorithm (GSA), 307,

309, 311, 312, 316, 321, 323
GSA based simulated annealing, 308, 314–316,

321, 322, 324–326, 330, 332, 333
GSM, 368, 370
GWEs-based platform architecture, 249, 250

H
Healthcare, 175, 182, 184, 187, 192, 193,

263–270, 272–280, 284–286
Heterogeneity, 144, 147, 164
Hidden layers, 203, 209–212, 214
Hidden markov model, 18
Hierarchical black hole detection algorithm,

311
Hierarchical structure, 66, 72
High-level conceptual entities/abstraction

structures, 223–225, 227, 241, 249, 254
High-level feature mapping, 208
Hop-by-hop transmission, 117
Hop-by-hop transmission system, 125
Hop-by-Hop transmission with Erasure

Coding, 125, 130, 131
Hops, 117
Hybrid Monte Carlo Method, 209
Hypergraph Laplacian Sparse coding (HLSc),

216
Hypothesis rules, 243–245

I
IBM Watson, 31, 280
IEEE 802.15.4 MAC, 104
IEEE 802.15.4 PHY, 101, 104, 108
Image, 16, 17
Image caption, 201, 217, 220
Image classification, 201, 204, 205, 212, 215,

216, 218
Inference engines, 241, 243, 250, 251, 279

Inference rules, 244, 250, 254
Input layer, 203, 211
Intelligent and integrated security management,

273
Interactive, 1, 3, 13
Internet, 2, 3, 6, 17
Internet Connected Objects for Reconfigurable

Ecosystems (iCORE), 232, 234, 238,
248

Internet of things (IoT), 1–3, 63, 64, 116, 117,
139, 140, 143, 145, 154, 157, 158, 164,
165, 167, 179, 181, 182, 201, 220, 263,
264, 274, 279, 357–361, 364

Internet of things and data science methods, 39,
40, 61

Intrusion detection, 39–43, 51–54, 56, 59–61
Inventory management, 5, 22
IoT-A, 231, 232, 234, 238, 248
IOT analytics, 219
IoT architecture, 3, 6
IoT/WoT, 223–226, 228, 229, 231–236, 238,

247–249, 255, 256
IPv6, 100, 104, 107, 108

L
Lane tracking, 202
Language processing, 201, 217
Language translation, 201
Laplacian Sparse Coding (LSC), 215, 216
Layer oriented attacks, 282
Learning model, 16
Local coordinate coding (LCC), 216
Location-awareenergy-efficient ring based

clone detection protocol, 310
Low-storage clone detection protocol (LSCD),

309

M
Machine, 1, 2, 4–6, 8, 10, 11, 13, 15–18, 20,

21, 24
Machine learning (ML), 6, 7, 10, 15, 16, 201,

204, 277–279
MAC protocol, 107
MATLAB, 74
Maximum Distance Separable (MDS), 119
Medical care, 25
Medical data, 177, 190, 279, 337, 338, 341,

343, 344, 345, 346, 349, 350
Mobile agents, 308
Mobile cloud computing, 63, 64
Mobile communication, 175, 182
Mobile device, 14, 17, 193, 195
Mobile edge computing, 140
Mobile technology, 6

Index 373



Mobility environment, 72
Modified Deep Belief Networks (MDBN), 208,

210
MQTT, 291
Multi-criteria decision making (MCDM),

63–68
Multi-layer perceptron, 203

N
Narrative Knowledge Representation Language

(NKRL), 223, 226, 241, 242, 244, 253,
255, 257

N-ary representation, 240, 253
Natural Language Processing (NLP), 6, 10, 15,

18, 277–279
Near Field Communication (NFC), 271
Network architecture, 7
Network lifetime, 102, 108, 109, 111, 112
Network model, 103
Neural network, 6, 16, 17

O
Object detection, 201, 206, 218, 220
Object pattern, 5, 11, 16, 17
Object tracking, 219
Offloading, 64–66, 68, 75
On-the-fly, 120
Ontology/ontologies, 223, 225, 226, 227, 228,

230, 234, 236, 239, 241, 248, 251, 253,
255

OpenIoT, 228, 234, 248
Operational flow, 107
Optimal annealing algorithm, 324, 330
Optimized Weight-Based Clustering Algorithm

(OWCA), 311
Optimum Reed Solomon erasure coding in

fault tolerant sensor networks, 128
Output layer, 203, 211

P
Packet structure, 104, 106, 109
Pattern, 6, 10–15, 17, 19, 23, 24
Pattern evaluation, 178
Pedestrian detection, 202
Pervasive, 2, 3, 13, 14, 22, 23
Physical entities, 224, 232, 238, 239, 249
Pooling layers, 204, 205
Pooling phase, 205
Position Verification Method (PVM), 309
Power consumption model, 103
Power control technique, 97, 101, 102, 104,

105, 107, 112
Predicate(s), 240, 241, 253, 255

Predictive analytics, 284
Predictive and preventive maintenance, 274
Presynaptic activations, 205
Privacy, 275, 276, 281, 284, 285
Privacy and security, 19
Privacy issues, 139, 142–144, 175, 179, 182,

193, 196
Probability distribution function, 207
Prongs, 128
Pull based querying, 128

Q
QR code, 17

R
Radio Frequency Identification (RFID), 269,

355, 366–368
Rate less codes, 119
Real-time, 4–6, 13, 14, 16, 22, 23
Real-time analytics, 30
Recommendation, 23, 24
Rectified linear activation, 205
Reed Solomon codes, 119
References, 220
Reliable communication, 119
Reliable Data Transfer Scheme (RDTS), 130
Reliable Transfer on Sensor Networks (RTSN),

127
Remote monitoring tools, 265
Remote Physiological Monitoring (RPM), 264
Residual Energy-based Data Aggregation

(RE-DA), 307, 316, 317, 319
Restricted Boltzmann Machines (RBMs, 202,

204, 205, 217, 220
RFID, 3, 4, 17
Routing mechanism, 104
Routing protocol (RPL), 292, 297, 298–300
Rule-based, 9

S
SAMAC, 102
Saturating autoencoder, 213, 214
Search algorithm, 307, 309, 311, 312, 316,

321, 323, 342
Security, 134, 175–177, 179, 180, 182, 184,

185, 187, 190–192, 194–196
Security issues, 142, 144, 152, 154
Self-adjusting, 6
Self-aware, 6
Self-configuring, 6, 21
Self-driving vehicles, 31
Self-healing, 6, 21
Self-learning, 6, 13, 14

374 Index



Self-management, 7, 14, 21
Self-organizing, 6
Self-protecting, 6
Self-reliant, 6
Semantic analysis, 18
Semantic segmentation, 206
Semantic Web Of Things (SWOT), 224–226,

229, 231–233, 235, 236, 238, 248, 257
Semantic Web Rule Language (SWRL), 228,

229, 237
Sensor(s), 2–4, 6, 7, 10, 12, 19, 20, 22, 117,

225–236, 249–252, 254, 255, 257,
263–269, 276, 279, 283, 285, 286

Sensor technology, 4, 6
Service, 4, 6, 9, 12, 13, 20, 21, 23, 24, 226,

227, 229, 232, 233, 235, 241, 248–251,
256

Service selection, 65
Simulation, 74
Situation aware, 5, 9, 14
Smart access, 272
Smart cities, 141, 144, 150, 152, 164, 167, 168
Smart grids, 141, 144, 145, 155, 164, 165, 167
Smart health, 25
Smart living, 4, 25
Smartphone, 1, 2, 4
Social media, 175, 182, 188, 197
Social metrics, 84, 87
Social monitoring, 28
Social network analysis, 84, 85
Soft coded, 10
SPARQL, 230, 233, 235, 236
Sparse autoencoder, 212–214
Sparse coding, 202, 204, 214–217, 220
Sparse coding SPM (ScSPM), 215, 216
Spatial dimension, 17
Spatial pyramid pooling method, 206
Speech recognition, 279
SSN ontology, 227, 228, 230, 236, 239, 248,

253
Super Vector Coding (SVC), 216
Supply-chain management, 5
SW/W3C (approach/languages), 224, 226, 231,

236, 237
Syntactic analysis, 18
Systematic encoding, 120

T
Telemetry, 267
Template(s), 232, 241, 242, 253, 255
Techniques, 338, 339, 342, 343, 345, 346, 348,

350
Textual data, 23, 29, 278, 337, 341, 343, 344,

345, 347
Things, 3–6, 8, 16, 19–21, 34
Throughput, 110
Traffic management, 355–357, 364, 366, 369
Training, 9, 15, 19, 21
Transformation rules, 242–246

U
Ubiquitous, 4, 14

V
Vandermonde matrix, 119
Vector quantization method, 216
Video, 16, 17
Video captioning, 202
Video surveillance, 202
Visible neurons, 208
Virtual agent, 31
Visual analytics, 23
Visual tracking, 201, 219, 220
von Neumann, 9

W
Weather forecasting, 29
Web application, 175, 177, 182, 189, 192, 195,

197
Wi-Fi, 31, 155, 165, 167, 267, 271
Wiki cities, 27
Wireless Body area Sensor Networks (WBSN),

291
Wireless mode, 20
Wireless Sensor Network (WSN), 116, 119,

307, 308, 310, 312, 317
Wireless sensor node, 116, 263, 264, 276, 282
Wireless technology, 6

Z
ZigBee, 3
Zigbee technology, 267

Index 375


	Foreword
	Preface
	Need for a Book on the Proposed Topics
	Organization of the Book
	Audience

	Acknowledgement
	Contents
	1 Beyond Automation: The Cognitive IoT. Artificial Intelligence Brings Sense to the Internet of Things
	Abstract
	1 Introduction
	2 IoT and AI
	2.1 Internet of Things
	2.2 IoT and Automation
	2.3 IoT Is Not AI
	2.4 Need for AI in IoT

	3 Cognitive AI and Cognitive Computing
	3.1 Cognition, AI, and Cognitive AI
	3.2 Cognitive Computing
	3.3 Beyond Automation

	4 Internet of Things and Cognitive Computing
	4.1 The Cognitive IoT
	4.2 Properties of Cognitive IoT
	4.3 The Pillars of Cognitive IoT
	4.4 Challenges of Cognitive IoT

	5 Business Value of Cognitive IoT
	6 Applications
	6.1 Smart Living
	6.2 Smart Health
	6.3 Household Appliances
	6.4 Smart Cities
	6.5 Wiki Cities
	6.6 Driverless Cars
	6.7 Social Monitoring
	6.8 CoBots
	6.9 Chatbots
	6.10 Weather Forecasting
	6.11 Real-Time Analytics

	7 Use Cases
	8 Concerns
	9 Conclusion
	References

	2 Cybercrimes Investigation and Intrusion Detection in Internet of Things Based on Data Science Methods
	Abstract
	1 Introduction
	2 Background
	2.1 Digital Forensics
	2.1.1 Digital Forensics Definition
	2.1.2 Digital Forensic Investigation Process

	2.2 Intrusion Detection System
	2.2.1 Categorization of Intrusion Detection Systems

	2.3 Internet of Things
	2.3.1 Internet of Things Operations
	2.3.2 Internet of Things Categorization
	2.3.3 Internet of Things Applications

	2.4 Data Science
	2.4.1 Data Science Definition
	2.4.2 Data Science Mission
	2.4.3 Data Science Road Map
	2.4.4 Programming Languages for Data Science


	3 Cybercrimes Investigation in Internet of Things
	3.1 Digital Forensics in IoT Systems

	4 Intrusion Detection in Internet of Things
	4.1 Attacks in Internet of Things
	4.2 Categorization of IDS in Internet of Things

	5 Applying Data Science Methods for Cybercrimes Investigation and Intrusion Detection in Internet of Things
	5.1 Data Science Methods for Cybercrimes Investigation
	5.2 Data Science Methods for Intrusion Detection

	6 Conclusions and Future Directions
	References

	3 Modelling and Analysis of Multi-objective Service Selection Scheme in IoT-Cloud Environment
	Abstract
	1 Introduction
	2 Literature Review
	3 Optimization Techniques
	3.1 The Analytic Hierarchy Process (AHP) Method
	3.2 The TOPSIS Method
	3.3 Fuzzy Set Theory

	4 Proposed Model
	4.1 Evaluation Framework
	4.2 Fuzzy AHP Model
	4.3 Fuzzy TOPSIS Model

	5 Numerical Analysis
	6 Implementation and Experimental Results
	7 Conclusion and Future Scope
	References

	Cognitive Data Science Automatic Fraud Detection Solution, Based on Benford'S Law, Fuzzy Logic with Elements of Machine Learning
	1 Background
	2 Basic Tools for Constructing Cognitive Fraud Detection System
	2.1 Role of Benford's Law
	2.2 Role of Statistics
	2.3 Role of Social Network Metrics

	3 Automation of the Pattern Seeking by Usage of Fuzzy Logic
	4 Applying Model on Empirical Data
	4.1 Problem Description
	4.2 Applying Benford's Law on Data
	4.3 Calculation of Extremes
	4.4 Usage of Fuzzy Expert System
	4.5  Results from Empirical Data

	5 Conclusion
	References

	5 Reliable Cross Layer Design for E-Health Applications—IoT Perspective
	Abstract
	1 Introduction
	1.1 IoT Challenges
	1.2 Importance of Reliability and Network Lifetime in Low Power IoT Networks
	1.3 Motivation
	1.4 Cross Layer Design

	2 Background
	2.1 Observations Form Literature

	3 Proposed Cross Layer Model
	3.1 Network Model
	3.2 Power Consumption Model
	3.3 Routing Mechanism
	3.4 Power Control Technique
	3.5 Operational Flow of Proposed Cross Layer Model

	4 Suitability of Proposed Cross Layer Model for IoT E-Health Application
	5 Results
	5.1 Performance Evaluation
	5.2 Network Architectures for IoT

	6 Conclusion
	References

	Erasure Codes for Reliable Communication in Internet of Things (IoT) Embedded with Wireless Sensors
	1 Introduction
	2 Preliminaries
	2.1 Data Transmission and Dissemination
	2.2 Erasure Codes

	3 General System Overview
	3.1 End-to-End Transmission with Erasure Coding
	3.2 Hop-by-Hop Transmission with Erasure Coding

	4 Existing State of the Art
	4.1 Reliable Transfer on Sensor Networks (RTSN)
	4.2 Optimum Reed Solomon Erasure Coding in Fault Tolerant Sensor Networks
	4.3 Reliable Data Transfer Scheme (RDTS)
	4.4 FBCast

	5 Summary and Discussion
	6 Future Research Direction
	6.1 Channel Model Analysis
	6.2 New Coding Techniques
	6.3 Security in Addition to Reliable Communication
	6.4 Authentication of Devices

	7 Conclusion
	References

	7 Review: Security and Privacy Issues of Fog Computing for the Internet of Things (IoT)
	Abstract
	1 Introduction
	2 Materials and Method
	2.1 Raw Data Collection
	2.2 Data Inclusion Criteria
	2.3 Raw Data Analysis

	3 Results
	4 Discussion
	5 Conclusion
	References

	8 A Review on Security and Privacy Challenges of Big Data
	Abstract
	1 Introduction
	2 Data Processing Method
	2.1 Privacy
	2.2 Security
	2.3 Internet of Things

	3 Material and Method
	3.1 Data Collection Method
	3.2 Data Analyses Method

	4 Results
	5 Discussion
	6 Conclusion
	Acknowledgements
	References

	9 Recent Trends in Deep Learning with Applications
	Abstract
	1 Introduction
	2 Convolutional Neural Networks (CNNs)
	3 Restricted Boltzmann Machines
	3.1 Deep Belief Networks
	3.2 Modified Deep Belief Networks
	3.3 Convolutional Deep Belief Networks
	3.4 Deep Boltzmann Machines
	3.5 Deep Energy Model

	4 Autoencoder
	4.1 Deep Autoencoder
	4.2 Sparse Autoencoder
	4.3 Denoising Autoencoder
	4.4 Contractive Autoencoder
	4.5 Saturating Autoencoder
	4.6 Convolutional Autoencoder
	4.7 Zero-Bias Autoencoder

	5 Sparse Coding
	5.1 Sparse Coding SPM
	5.2 Laplacian Sparse Coding
	5.3 Local Coordinate Coding
	5.4 Super Vector Coding

	6 Applications
	6.1 Image Caption
	6.2 Object Detection
	6.3 Visual Tracking

	7 Discussion
	8 Conclusion
	References

	10 High-Level Knowledge Representation and Reasoning in a Cognitive IoT/WoT Context
	Abstract
	1 Introduction
	2 An Overview of the SWOT (Semantic Web of Things) Domain
	2.1 Some Relevant Examples of General Ontologies
	2.2 Projects Carrying Out a “Semantic” Approach in the IoT/WoT Domain
	2.3 Problems Linked to the Use of W3C/SW Techniques in the SWOT Domain

	3 The Foundations of the GWEs Paradigm
	3.1 A Simple Example
	3.2 The GWEs Paradigm and the Reasoning Procedures

	4 Practical Aspects Concerning the GWE Paradigm
	4.1 The Architectural Aspects
	4.2 Creating and Utilizing the GWEs Structures

	5 Conclusion
	References

	11 Applications of IoT in Healthcare
	Abstract
	1 Introduction
	2 Remote Physiological Monitoring
	2.1 Technology Components
	2.2 Remote Monitoring Tools
	2.3 Sensors
	2.4 Ambulance Fitted with Sensors
	2.5 Benefits of Using Remote Monitoring Devices

	3 Sensor Enabled Drug and Equipment Tracking
	3.1 Sensor Enabled Pills
	3.2 Smart Pill Bottles
	3.3 Medication Error Reduction Using RFID
	3.4 Equipment Tracking
	3.5 Availability Monitoring of Equipments
	3.5.1 Tracking Equipment

	3.6 Optimize Asset Usage
	3.7 Benefits of Asset Tracking in Healthcare
	3.8 Smart Access
	3.9 Intelligent Security Management
	3.10 Card Readers

	4 Equipment Maintenance Using IoT
	4.1 Predictive and Preventive Maintenance Life Cycle
	4.2 Predictive Medical Equipment Malfunctions

	5 Design Challenges
	5.1 Scalability
	5.2 Interoperability
	5.3 Connectivity and Reliability
	5.4 Privacy and Security
	5.5 In the Implementation of WSN
	5.6 Design and Development of Sensors
	5.7 Data Fusion and Storage
	5.8 Energy Efficiency

	6 Cognitive Computing in Healthcare Applications
	6.1 Tools and Techniques of Cognitive Data Science
	6.2 Benefits of Cognitive Computing for Advances in Health Care
	6.3 Challenges in Cognitive Automation

	7 Case Study Using Cognitive Computing in Healthcare
	8 Future Research Directions
	8.1 Privacy
	8.2 Security
	8.3 Layer Oriented Attacks
	8.4 Trustworthiness
	8.5 Predictive Analytics
	8.6 Smartphone in Conjunction with WSNs
	8.7 Social Sensors

	9 Conclusions
	References

	12 Security Stipulations on IoT Networks
	Abstract
	1 Introduction
	2 Phase Attacks
	2.1 Data Leakage or Breach
	2.2 Data Sovereignty
	2.3 Data Loss
	2.4 Data Authentication
	2.5 Attack on Availability
	2.6 Flooding by Attackers
	2.7 Flooding by Legitimates (Flash Crowd)
	2.8 Flooding by Spoofing Attackers
	2.9 Flooding by Aggressive Legitimates
	2.10 Modification of Sensitive Data

	3 IoT Stack
	4 Capability-Based Access Control for IoT
	5 RPL Security
	5.1 Security Mechanisms

	6 Time-Based Secure Key Generation and Renewal
	7 Security Access Algorithms for Bidirectional Data Transmissions
	8 Cognitive Security
	9 Summary
	References

	13 A Hyper Heuristic Localization Based Cloned Node Detection Technique Using GSA Based Simulated Annealing in Sensor Networks
	Abstract
	1 Introduction
	2 Review on Clone Attack Detection and Isolation in WSN
	3 Problem Definition
	4 Clone Attack Detection Overview
	5 Residual Energy and GSA Based Simulated Annealing
	5.1 Residual Energy-Based Data Aggregation in WSN
	5.2 Location-Based Cloned Attack on Cluster Nodes
	5.3 GSA Based Simulated Annealing

	6 Experimental Evaluation
	7 Performance Analysis of Re-GSASA Method
	7.1 Performance Analysis of Energy Consumption
	7.2 Performance Analysis of Cloned Attack Detection Probability Rate
	7.3 Performance Analysis of Cloned Attack Detection Time
	7.4 Performance Analysis of Packet Delivery Ratio

	8 Summary
	References

	14 Review on Analysis of the Application Areas and Algorithms used in Data Wrangling in Big Data
	Abstract
	1 Introduction
	2 Materials and Methods
	2.1 Collection of Raw Data
	2.2 Data Inclusion Criteria
	2.3 Analysis of Raw Data
	2.4 Comparison of Research Studies

	3 Results
	3.1 Analysis of Data Application Used for Data Wrangling
	3.2 Analysis of Algorithms Used for Data Wrangling
	3.3 Analysis of the Mostly used Algorithm by the Mostly used Data Applications

	4 Discussion
	5 Conclusion
	References

	15 An Innovation Model for Smart Traffic Management System Using Internet of Things (IoT)
	Abstract
	1 Introduction
	1.1 Background and Motivation
	1.2 Internet of Things (IOT)
	1.2.1 What Is IOT?
	1.2.2 Why IOT Require?
	1.2.3 Applications of IOT
	1.2.4 Advantages Towards New Era


	2 Traffic Management System
	2.1 Inductive Loop Detection
	2.2 Video Analysis
	2.3 Infrared Sensors
	2.4 Wireless Sensor Network

	3 Proposed Traffic Management System
	3.1 Introduction and Objective
	3.2 RFID
	3.3 Steps of Proposed Work

	4 Conclusion and Future Work
	References

	Index



