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A B S T R A C T   

Product improvement has become a multifaceted and uncertain endeavour for manufacturers in an increasingly 
competitive business environment. Online platforms have emerged to solicit consumer opinions and product 
feedback. However, product improvement requires a critical yet complex decision-making approach for manu
facturers. Managers face the challenge of identifying the most effective decision-making methodology for 
product improvement, especially in a big data environment. In this research, we comprehensively evaluate 
different product improvement decision-making methodologies through a series of experimental investigations. 
Specifically, three different experiments are conducted, including: i) an initial selection guided by intuitive 
perception, ii) expert decision-making, and iii) a hybrid method that incorporates consumer big data and large- 
scale group decision-making. Product criteria sets are categorized using the Latent Dirichlet Allocation (LDA) 
method, while the importance of these criteria is determined by applying the TextRank and Word2Vec algo
rithms. Our empirical results show that the mixed method, which utilizes text-mining techniques in conjunction 
with large-group decision-making, provides a more reliable and effective approach to facilitating product 
improvement.   

1. Introduction 

The development of online business platforms has led to an enor
mous influx of consumer review data. These reviews reflect consumers’ 
experiences with products and the overall shopping process (Zhang 
et al., 2019). The wealth of consumer review big data is a valuable 
resource for new consumers seeking product information and manu
facturers aiming to identify consumers’ needs (Beugelsdijk et al., 2017; 
Raghupathi et al., 2015). Such reviews contain insights into consumers’ 
potential needs, preferences, and shopping experiences, making them 
crucial for guiding product improvement decisions. However, extracting 
meaningful information from consumer reviews can be challenging, as 
real opinions are often embedded within natural language expressions 
(Zhou et al., 2010). 

The decision-making process for product improvement by manu
facturers is both complex and scientific. It involves two key aspects. 
Firstly, expert decisions are vital in advancing products from a profes
sional perspective, contributing to functional design. Secondly, 
leveraging user behavior decision models based on consumers’ behavior 

is also beneficial for product improvement. In this context, online re
views, particularly those with high volume and sincerity, are essential 
for informing product improvement decisions. Nevertheless, online re
view data’s sheer quantity and unstructured nature make manual 
analysis impractical. An automated, computer-enabled solution is 
required to effectively extract consumers’ preferences and needs from 
these reviews. 

Various natural language processing techniques are utilized to 
summarize consumers’ online comments (Ravi & Ravi, 2015). Most of 
these approaches are feature-based, extracting words and terms as key 
factors to express consumers’ opinions and product characteristics 
(Asadabadi et al., 2023; Burnap & Williams, 2016; Chan et al., 2016; 
Chen et al., 2023; Horvat et al., 2019; Tuarob & Tucker, 2015; Xu et al., 
2016). However, these frameworks extract the phrases as pivotal factors, 
considering consumers’ sentiments to the product features. Although the 
extraction is valuable, the holistic essences of user opinions are not 
captured, which are vital for product improvement. In addition, the 
decision-making made by experts, who rank product designs based on 
their preferences, prior knowledge, and experience is also necessary for 
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product improvement. Group decision-making has garnered significant 
attention in academia. Multi-criteria decision-making (MCDM) models 
are widely employed to determine the priority of alternatives for group 
decision-making issues. Previous research has typically treated the 
decision-making process for product improvement as a separate entity 
for designers and users. Designers often focus solely on professional 
product improvement, neglecting the needs and opinions of end users 
(Sinha & Anand, 2018). In fact, the experts’ opinion and users’ prefer
ences are both significant. There is little literature on product 
improvement, considering the holistic essences of the consumers’ re
views and the large group decision-making. 

To address the gap in current research, this study introduces a sci
entific method that concurrently considers consumer preferences and 
expert decision-making in product improvement. By synthesizing con
sumers’ online reviews and experts’ evaluation, we aim to propose a 
more rigorous and holistic methodology for product enhancement. 
Further, an experimental design is implemented to corroborate its 
effectiveness. Firstly, we conduct a comprehensive review of the existing 
literature on product improvement, emphasizing the significance of 
considering both designers’ opinions and user preferences and re
quirements in criteria selection. Secondly, an experimental study is 
performed to validate the efficacy of consumer-involved product 
improvement. Thirdly, the study employs online reviews analysis and 
group decision methods to achieve its objectives. 

This paper contributes to the existing research from the following 
aspects: Firstly, we introduce a nuanced strategy that uniquely synthe
sizes end-user online reviews with traditional expert decision-making, 
forming a robust, holistic approach for product improvement. This 
method addresses the limitations of traditional processes, particularly 
the extensive time and potential inconsistency, by incorporating feed
back from end-users. This integration provides decision-makers with a 
comprehensive, practical, and more immediate basis for strategy 
formulation, enhancing both efficiency and relevance of the improve
ments. Secondly, our model’s effectiveness is rigorously tested through 
three thoughtfully designed experiments, comparing decisions influ
enced by intuitive perception, those using Multi-Criteria Decision 
Making (MCDM) factoring in group preferences and online review data, 
and decisions by larger groups. This approach underscores our model’s 
precision and versatility, demonstrating its superiority in enabling more 
strategic, informed decision-making processes. Finally, departing from 
standard review analytics, our study employs Latent Dirichlet Allocation 
(LDA) for deeper, more refined data extraction, revealing nuanced 
thematic structures in user feedback. This method is complemented by 
machine learning algorithms that impartially handle weight distribu
tion, enhancing analytical objectivity and robustness. Our approach 
offers manufacturers an innovative perspective, potentially revolution
izing product improvement strategies. 

The following is the structure description of the paper. Section 2 
reviews the existing research on consumer-involved product improve
ment and the approaches for product improvement. Section 3 presents 
the framework and experiment process of the study. Section 4 is a case 
study to illustrate the experiments. Section 5 evaluates the experiment 
results and discusses the weights obtained and final scores. Section 6 
wraps up with a general conclusion. 

2. Related work 

2.1. Online product reviews and new product development 

The rise of the internet and information technology has significantly 
transformed the role of social media and e-commerce platforms, estab
lishing them as essential channels for sharing and exchanging product 
information. This information typically includes crucial details about 
product features and pricing, all readily accessible online. Furthermore, 
these platforms empower users to post product evaluations online to 
express their experiences and thoughts, providing valuable insights into 

product performance, quality, and associated services. In this context, 
the impact of online reviews is particularly noteworthy, as they play a 
crucial role in influencing consumer decision-making, especially when it 
comes to product purchases, thus shaping the landscape of retail mar
keting (Ventre & Kolbe, 2020; Xu et al., 2022). 

Consumers’ online feedback is increasingly acknowledged as a vital 
source of information for product improvement. Such feedback often 
captures consumers’ preferences and requirements, offering invaluable 
insights for refining products (Chan et al., 2016). Tang et al. (2019) 
emphasized that online reviews not only convey consumers’ shopping 
experiences but also provide qualitative assessments. Therefore, a 
thorough examination of these reviews can unveil latent consumer 
needs, enabling manufacturers to optimize their offerings and enhance 
consumer satisfaction (Ireland & Liu, 2018; Liu et al., 2020). 

Product improvement stands as a pivotal aspect of the product life
cycle, bridging the gap between consumer demand and production 
expertise. Jeong et al. (2019) underscored that the essence of product 
improvement lies in the ability to translate the concepts of product de
signers into commercially viable products that align with the real needs 
of consumers. Consequently, there has been considerable academic in
terest in investigating the key success factors driving product improve
ment (González & Palacios, 2002). 

In the realm of product improvement, the role of consumer feedback 
is increasingly central. The insights gleaned from understanding con
sumer preferences and requirements are invaluable for refining products 
(Chan et al., 2016). Tan et al. (2018) elucidated that consumer online 
product reviews are rich data sources, encompassing purchasing expe
riences and qualitative consumer assessments. For manufacturers, 
delving into these reviews is crucial to uncover potential consumer 
needs and preferences, thereby guiding the enhancement of new prod
ucts to better meet consumer satisfaction (Ireland & Liu, 2018; Liu et al., 
2020). 

The utilization of online reviews actively promotes product 
improvement. Therefore, manufacturers should not overlook the 
importance and value of online review data in the product improvement. 
Existing research consistently demonstrates the impact of online reviews 
on product improvement. For instance, Ding et al. (2022) analyzed hotel 
reviews to understand the growth of independent and branded hotels. 
Jain et al. (2021) conducted consumer sentiment analysis using online 
reviews in various fields such as healthcare, finance, and travel. 

While there is a growing body of literature on the influence of online 
reviews in areas such as hotel, healthcare and finance service, there 
remains a scarcity of research specifically focused on improving prod
ucts in the manufacturing industry. Chan et al. (2016) used the proba
bility weighting function to evaluate the criteria weights deriving from 
the reviews on mobile phones on social media. The existing research 
considered the unbiased unstructured data extracting from consumers’ 
online reviews into product development (Goldberg & Abrahams, 2022; 
Huang et al., 2022). Asadabadi et al. (2023) involved text mining on 
online product reviews using sentiment analysis. Chen et al. (2023) 
focus on product configuration designs, which revolve around pre
determined product modules tailored to cater to varying consumer 
needs. Sentiment analysis, while effective, is not conducive to innova
tive product development that introduces new product attributes. In 
contrast, genuine product improvement relies on a product’s holistic 
data. 

It is crucial to find out a scientific and effective method to analyze 
and understand reviews data, and respond to the critical information in 
the product improvement process. Thus, this study extracts the con
sumers’ reviews to support the product improvement process using a 
scientific computing model to identify the critical factors of the 
consumer-generated data. 

2.2. Text mining of online product reviews 

Content analysis is widely used to explore the qualitative data online 
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and quantify the end users’ reviews. The online review process contains 
topic identification and context analysis. The latent Dirichlet Allocation 
(LDA) method is preferred for extracting the topic distribution from the 
documents. The LDA method is first introduced briefly, and then the 
topic criteria extracted by the LDA are processed. As a member of the 
unsupervised machine learning method, LDA, first proposed by Blei 
et al. (2003), belongs to the generative probabilistic model of a corpus. 
As documents essentially consist of distribution over words, LDA shows 
that documents can be regarded as an alternative form of random 
combinations for latent topics. Meanwhile, LDA assumes a common 
Dirichlet exists prior to topic distribution of every document. We assume 
each latent topic in the LDA model is an alternative form of a probabi
listic distribution over words. In the same way, a common Dirichlet prior 
exists for topic distribution of every word. Generally, we can assume that 
each online review can be regarded as a mixed probability distribution 
consisting of several relevant topics. Each topic is provided with a 
probability distribution over several terms. As Blei et al. (2003) pro
posed, the novel approach to dealing with online reviews is determining 
the topics and then choosing the terms according to the topics with the 
probability distribution. Bastani et al. (2019) adopted LDA to analyze 
the Consumer Financial Protection Bureau consumer complaints. Guo 
et al. (2017) and Jeong et al. (2019) used the LDA model to identify 
consumers’ voices. 

As to the context analyzing algorithms, two kinds of machine 
learning models are population for identifying the dominant factors and 
the importance of the criteria from the online reviews, including term 
frequency-inverse document frequency (TF-IDF) algorithm and Tex
tRank algorithm. Razzaghnoori et al. (2018) pointed out that the TF-IDF 
algorithm is a popular textual information analysis method for acquiring 
key factors and weights. The importance of a word will depend upon the 
frequency of its occurrence in the whole text. Wang et al. (2020) used 
TF-IDF and Word2Vec to analyse travelers’ concerns and opinions 
regarding hotel selection. Unfortunately, the TF-IDF algorithm will 
result in a curse of dimensionality (Razzaghnoori et al., 2018). Addi
tionally, TF-IDF ignores the relationship between terms. 

TextRank algorithm is proposed to overcome these problems. Tex
tRank algorithm originates from the PageRank algorithm (Mihalcea & 
Tarau, 2004), measuring the importance for each web page shown in 
Google. Words will be considered as “nodes on the network graph” and 
the significance of each word will be calculated based on the co- 
occurrence relationship between words. Qin and Zeng (2022) extrac
ted evaluation attributes and determined weights from online reviews 
for product ranking using a novel method based on the TextRank algo
rithm. Irma Patricia Delgado-Solano et al. (2018) extracted keywords 
from users’ written requirements by applying the TextRank algorithm 
and inverse frequency approach. However, the model is assumed to 
ignore the overall distribution between words. This suggests that while 
the TextRank algorithm is effective in isolating key attributes and key
words, it might not fully account for the nuanced interplay and distri
bution of words within the textual data. 

For similarity analysis, Word2Vec is the first choice to measure the 
amount of similarity between two textual comments. Mikolov et al. 
(2013) proposed Word2Vec by using TensorFlow, the deep learning 
framework in Google. Word2Vec assumes that high probability occurs 
when the words are similar for semantic and syntactic. Word2Vec al
gorithm is also an effective way to compensate for dimensional disaster 
by obtaining the resemblance between key factors and criteria. 
Word2Vec, a widely recognized tool, has seen extensive use in various 
studies for its ability to extract meaningful criteria from online reviews. 
Wu et al. (2022) have notably applied this methodology. The technique 
was further employed by Zuo et al. (2017) specifically to calculate 
similarity matrices among words, enhancing the understanding of lexi
cal relationships. Jatnika et al. (2019) and Zhang et al. (2020) expanded 
upon this usage by extracting semantic information between words from 
external documents using Word2Vec. Their research validated the al
gorithm’s effectiveness in information extraction. Moreover, the 

capability of Word2Vec in sentiment prediction for products has been 
substantiated by Balakrishnan et al. (2022), who verified its accuracy in 
this domain. Joung and Kim (2023) also innovatively utilized Word2Vec 
to identify and group product feature words in reviews. Their approach 
involved a systematic process of clustering, filtering, and refining these 
words, showcasing the versatility of Word2Vec in processing and 
analyzing text data. However, in previous literature, the Word2Vec al
gorithm has seldom been applied to alleviate the curse of 
dimensionality. 

Considering the features of the algorithms reviewed above, our 
research employs a scientific computing model to analyze the consumer 
review data. In this paper, we apply the Latent Dirichlet Allocation 
(LDA) model to extract criteria for product improvement from online 
reviews and combine TextRank and Word2Vec to extract key factors and 
calculate the weights of these criteria. This innovative approach ad
dresses the shortcomings of each method, such as the dimensional 
complexity in Word2Vec and the potential oversight in word distribu
tion by TextRank, thereby offering a more comprehensive and efficient 
solution for data analysis in product improvement contexts. 

2.3. Decision-making methods for product improvement 

The MCDM model is confirmed as a scientific approach for product 
improvement. Ishizaka and Siraj (2018) conducted experiments with 
prior ranking, MCDM ranking and posterior ranking to evaluate the 
effectiveness and usefulness of the MCDM. Hotel selection is conducted 
with a novel model based on online reviews on a tourism website (Yu 
et al., 2018). A model based on sentiment analysis of online reviews and 
TODIM is proposed to rank products (Zhang et al., 2020). 

MCDM has been adopted to help manufacturers decide appropriate 
product designs for manufacturers. MCDM aims to select the best one 
among the alternatives in the presence of multiple, conflicting, decision 
criteria. Existing studies have concentrated on introducing different 
MCDMs for product improvement analysis. PROMETHEE-based MCDM 
approach is applied to rate alternatives premediating consumers’ online 
reviews. The analytic hierarchy process (AHP) is adopted to rank 
renewable options for the Algerian electricity system (Haddad et al., 
2017). Işıklar and Büyüközkan (2007) applied AHP-TOPSIS to assess the 
mobile phone alternatives concerning the consumers’ preferences. The 
AHP method requires comparing every two pairs with more complex 
calculations. To solve the massive computing problem, Keršuliene et al. 
(2010) put forward the Step-wise Weight Assessment Ratio Analysis 
(SWARA) model as the group decision-making technique provides a 
comprise agreeing on the topic or combining different opinions. 

In addition, regarding the prevalence of network media, large-scale 
group decision-making (LSGDM) makes a significant amount of deci
sion-maker’s decision results feasible. The LSGDM shows the following 
characteristics. Firstly, the number and geographical distance of 
decision-makers are unrestricted. Dozens to hundreds of decision- 
makers can express their idea at different places. Secondly, group 
decision-makers are from various fields. Two standards require the 
number of decision-makers to be 11 and 20 (Liu et al., 2014; Xu et al., 
2015). LSGDM has been employed in various fields involving supply 
chain management, engineering management, hotel selection, etc. Ding 
et al. (2018) evaluated three alternatives for a highway construction 
project with 30 decision-makers. Wang et al. (2018) proposed a 
unanimous-based approach for LSGDM to establish a new project 
management system for a Chinese construction engineering company. 
The application of LSGDM for industrial product is few. Chen et al. 
(2020) crawled passengers’ reviews online to extract their demand and 
evaluate the high-speed rail system using LSGDM methods. Ji et al. 
(2023) proposed a LSGDM to evaluate the peer-to-peer accommodation 
in sharing economy. 

After reviewing the above studies, we realized the superiority and 
significance of consumers’ online review and decision-making. We thus 
extend the large-scale decision-making approach to product 
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improvement by constructing three experiments, including previous 
ranking, traditional decision making and combining online reviews and 
decision-making, to verify the scientific decision-making approach. 

2.4. Knowlegdge gap 

Although the field of product improvement through online reviews 
and expert decision-making has been substantial research, several gaps 
persist that this study intends to bridge:  

(1) Integrated Synergy between End-User Reviews and Expert 
Decision-making: Existing literature has highlighted the signif
icance of both online reviews and expert decision-making sepa
rately. However, there is a clear gap in research that integrates 
these two vital components into a unified, sophisticated approach 
for product improvement. The necessity for a strategy that tran
scends the time constraints of traditional expert decision-making 
processes is clear. Such a strategy should enhance efficiency and 
provide a more holistic viewpoint by amalgamating insights from 
end-users and industry experts. This integrated approach prom
ises a more thorough and nuanced understanding of the market 
landscape, ensuring that product development decisions are 
timely, relevant, and reflective of diverse perspectives. 

(2) Empirical Validation of Combined Decision-making Ap
proaches: The existing research mainly proposes theoretical 
methodologies, but there’s a noticeable dearth of literature 
providing experimental validation, especially those combining 
online reviews with large-scale decision-making. The compara
tive effectiveness of intuitive perception-based decision making, 
MCDM infused with online review data, and decisions by large- 
scale decision groups remain room for exploration.  

(3) Holistic Semantic Analysis to Product Improvement: 
Although extant literature has involved online review analytics, 

they mainly focus on product configuration design. The essence 
of product improvement, which is grounded in a product’s 
comprehensive data, is required. The profound exploration of 
customer requirements is necessary for product improvement. 

3. Methodology 

This paper provides an integrated decision framework to explore the 
key criteria of product improvement and the decision-making results 
regarding different decision methods. In this study, we conduct three 
experiments on product improvement decision-making, including 
cognitive decision-making, group decision-making, and the combination 
of online consumer reviews and large-scale decision-making. 

This research supplies a feasible guideline for scholars to identify the 
key factors and the scores of the criteria. This study gives an insight of 
accurate product development for manufacturers to cater consumers’ 
needs. The process of this study can be summarized as follows. Firstly, 
this study identifies the key factors representing consumers’ concerns on 
product improvement, extracting from online reviews using the Tex
tRank algorithm. Secondly, this study explores the criteria for product 
improvement from the key factors. The product improvement criteria 
are summarized from the existing research and extended by the key 
factors from the online reviews. Word2Vec algorithm is applied to 
identify the criteria importance by analyzing the key factors contents. 
Thirdly, this study conducts three experiments to explore the scientific 
decision-making methods. The experiments examine the ascendency of 
the significance of large-scale consumers’ participation in product 
improvement. 

The present study’s research architecture is delineated in Fig. 1, 
encompassing three distinct experimental procedures. First, prior 
decision-making is conducted. Participants are prompted to rank alter
natives based on their associated background information, measuring 
their subjective perceptions. Second, group decision-making using 

Fig. 1. The framework of the data-driven product improvement decision making.  
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MCDM is undertaken. Third, decision-making informed by online re
views and a large decision-making group is conducted. Online consumer 
feedback is sourced from an e-commerce platform, with rigorous text 
analysis techniques deployed to identify pivotal factors. Further, a multi- 
criteria method is implemented to rank the alternatives. 

Online consumer feedback serves as a critical source of information 
for product improvement from the client side, determining the criteria 
for both Experiment 2 and Experiment 3. The pre-processing of online 
reviews encompasses two procedures: firstly, data processing, and sec
ondly, text processing. The online reviews contain terms relating to 
product improvement and some irrelevant words. Initially, these re
views undergo a data processing phase. The online reviews filter and 
delete the stop words, sentiment, and degree terms. Subsequently, text 
processing is implemented. A “Review-Word” matrix is derived by 
calculating the recurrence rate of each conceptual term. LDA model is 
applied to train the data and obtain the “Review-Topic” matrix, “Topic- 
Word matrix,” and the topic list. To acquire more accurate results, we 
sieve the noisy words devoid of practical relevance. Topics with similar 
connotations are amalgamated, and labels are assigned based on the 
semantic value of the encompassed terms. The key factors and their 
weights are obtained using the TextRank algorithm. Upon acquiring the 
key factors, key factors can be grouped into eight topics. Referring to the 
criteria from existing literature on product improvement and combing 
the eight topics, we craft a comprehensive evaluation criteria frame
work. Evaluation criteria are categorized into four primary domains: 
price, product quality, product performance, and service, which are 
further divided into eight sub-criteria: price, easy to use, appearance 
design, cooling effect, noise, space, energy consumption and service. 
The extracted topics and corresponding terms from online reviews are 
represented in Table 1. 

3.1. Description for experiment 1: priori selection 

Ranking the alternatives based on decision-makers’ intuitive 
cognition. In our experiment, the background information of the four 
refrigerator alternatives is provided to the participants. The background 
information includes eight criteria shorted: “price”, “easy to use”, 
“performance design”, “cooling”, “noise”, “space”, “energy consump
tion” and “services”. Participants are asked to read the background in
formation and briefly understand the alternatives. 

Then, each participant is asked to rank the four alternatives ac
cording to their knowledge and personal perception. The participants 
are twenty experts, six new product designers for refrigerators, six 
refrigerator product sales managers, and eight experts from academia. 
The expert panel has rich product design and development expertise. 

3.2. Description for experiment 2: group decision-making 

Ranking the alternatives based on multi-criteria decision-making 
approaches. This paper applies the SWARA-TOPSIS approach to analyze 
the ranking results for the decision-making group. Twenty participants 
are invited to score their preferences. Eight criteria are mentioned in 
Section 3.1. The expert group is built to provide the judgment for the 
criteria to mensurate criteria’s weights and give the preference of the 
criteria to assess the significance for product improvement. The experts 
in Experiment 2 are the same as the expert participants in Experiment 1. 

Based on the algorithm principle, participants were asked to provide 
different information. Subsequently, the SWARA-TOPSIS approach is 
applied to calculate the orders of the alternatives. The specific descrip
tion of the approach is presented as follows.  

(1) Obtain the weight coefficient using SWARA. 

Some studies applied SWARA to define the subjective weight of the 
criterion in the MCDM process, which requires personal knowledge and 
experience. Using a technique based on group decision-making, the 

study aims to evaluate various judgments and priorities. The geometric 
mean method combines the different preferences and obtains a 
compromise. The geometric mean method is widely used to integrate the 
group’s decisions (Saaty & Shang, 2007). The specific procedures are 
shown as follows: 

Step 1: Decision-makers are required to rate the criteria by impor
tance. The top one is assumed to be the most crucial criterion. The others 
are sorted in descending order based on their significance. The last one is 
normally regarded as the least significant criterion. 

Step 2: Decision-makers are required to compare the criteria. The 
comparison results are given after determining the ranking of all the 
criteria referring to the method developed by Zolfani and Saparauskas 
(2013). The importance value is given as “comparative advantage of the 

Table 1 
Evaluation criteria for product improvement.  

Criteria Sub-criteria Reference source Term and its occurrence 
frequency 

Price C1 Price C11 (Chiu & Kremer, 
2013; Dinerstein 
et al., 2018) 

Discount (66), Pricerite 
(512), cost-effective (15), 
price (395), economy 
(122), cheap price (51), 
cheap (150), cost 
performance (334), 
deserved (439), attractive 
and reasonable price 
(100), excellent quality 
and affordable price (67), 
valuable (26)  

Product 
quality C2 

Easy to use 
C21 

(Sinha and 
Anand; 2018) 

Quality (529), problem 
(191), product quality 
(53), easy to use (109), 
nature of the product 
(138), effect (195), 
satisfaction (665), utility 
(177)  

Product 
performance 
C3 

Appearance 
design C31 

(Chien et al., 
2016; Yang 
et al., 2016) 

Good looking (84), 
product appearance 
(166), level up (55)  

Cooling effect 
C32 

(Hmida et al., 
2019; Rahman 
et al., 2020) 

Refrigeration (214)  

Noise C33 (Tao et al., 
2019) 

Mute (67), voice (238), 
noise (238)  

Space C34 (Tao et al., 
2019) 

Space (152), convenience 
(74), capacity (61)  

Energy 
consumption  

Electricity consumption 
(108)  

C35 (Tao et al., 
2019)   

Service C4 Services C41 (Liu, 2011; Tao 
et al., 2018) 

Attitude (233), provide 
good service (97), 
enthusiasm (62), patience 
(59), thoughtful service 
(157), service attitude 
(329), customer service 
(88), Delivery (1211), 
logistics (667), 
dispatching (50), home 
delivery (105), shipping 
(161), speed (394), 
ultrafast (45), in time 
(302), pretty fast (81), 
very fast (295), 
Installation (285), service 
(687), after-sales service 
(75), after sale (170), 
technician (622), 
installation personnel 
(106)  
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mean value (qi)”. qi denotes the comparative importance of i th criterion 
to i+1 th criterion. 

Step 3: The parameters ti can be computed after comparison as Sta
nujkic et al.’s work (2015). Using the Eq. (1), we can compute the ti 
coefficient. 

ti =

{
1, i = 1

qi + 1, i > 1 (1) 

Step 4: Eq. (2) can determine the variable mi. 

mi =

⎧
⎨

⎩

1, i = 1
ti− 1

ti
, i > 1

(2) 

Step 5: By using Eq. (3), we can acquire the criteria’s weights. 

wi =
mi

∑n
i=1mi

(3) 

Where wi represents the weight of criterion i. Then by evaluating the 
criteria for each weight, the priority vector is calculated by the 
evaluation.  

(2) Rank the alternatives adopting TOPSIS. 

Step 1. Obtain the crisp importance matrix of the decision scores as 
Eq. (4). 

p =

⎡

⎢
⎢
⎣

p11 p12... p1n
p21 p22... p2n
... ... ... ...

pm1 pm2... pmn

⎤

⎥
⎥
⎦ (4) 

Step 2. Normalize the decision matrix and build the weighted 
normalized decision matrix. 

Using Eq. (5) and Eq. (6), we can convert criteria into normalization 
form. 

[p∗
ij] = [

pij

maxm
i=1(pij)

] (5)  

[uij] = [wj × p*
ij] (6)  

Where uij is called as the weighted normalized decision matrix; wj de
notes the j th criterion’s weight. 

Step 3. Define the positive ideal solutions (PIS) and negative ideal 
solutions (NIS) as Eq. (7): 

u+(j) =
{(

maxm
i=1uij|j ∈ B), (minm

i=1uij|j ∈ c)
}

u− (j) =
{(

minm
i=1uij|j ∈ B), (maxm

i=1uij|j ∈ c)
} (7)  

where u+(j) and u− (j) denotes the PIS and NIS of the criterion j, 
respectively. B and C are set with benefit and cost criteria, respectively. 

Step 4. Compute the relative closeness of the alternative to PIS and 
NIS. 

Applying the definition of the Euclidean distance, we can calculate 
the similarity for each refrigerator alternative referring to Eq. (8) and 
Eq. (9) from PIS and NIS. 

d+
i =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

j=1
(uij − u+

j )
2

√
√
√
√ (8)  

d−
i =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

j=1
(uij − u−

j )
2

√
√
√
√ (9) 

The relative closeness of the alternatives is computed using Eq. (10): 

ci =
d−

i

d−
i + d+

i
(10)  

where i = 1,2,…,m 

3.3. Description for experiment 3: mixed-method based on text-mining 
and large-scale group decision making 

Ranking the alternatives based on the mixed method. The mixed- 
method is proposed using the online reviews to obtain weights and to 
apply MCDM to rank the alternatives. Participants were asked to score 
the criterion preference after seeing the weights acquiring by the 
crawled online reviews. The MCDM computed the ranking orders. 
Firstly, the online review data of the refrigerator is crawled. Secondly, 
the TextRank algorithm is applied to obtain key factors and criteria for 
product design decisions. Word2Vec algorithm is used to acquire the 
similarity degree between the key factors and the criterion. Thirdly, the 
multi-criterion decision methods are employed to rank the alternatives. 

The data selected in this paper is from a certain e-commerce sales 
platform in China, one of the most popular electric appliance e-com
merce platforms. Comparing with other e-commerce platforms, the 
selected platform focuses on electric appliance sales. The online review 
data includes exhaustive purchasing time, review time, scoring and 
detailed comments (i.e., space, service, energy consumption). Consumer 
reviews were mining from the comments associated with four distinct 
refrigerator models. These models, representing a range of configura
tions including single-door, double-door, and triple-door designs, are 
among the top-performing units on the online retail platform. The 
consumer reviews ranges from November 12, 2013 to November 19, 
2018 were downloaded for the analysis with 32,085 comments. We pre- 
processed the text by deleting the invalid comments. Invalid comments 
include: (1) Comments such as “The consumer did not make any review 
in time, and the system defaults to praise!” (2) Single word is constantly 
repeated, such as “Good, good, good, good”. This type of comment has 
less information but will increase the frequency of these words in the 
corpus. (3) The ultra-short comment is deleted. This type of comment is 
ultra-short and has a small amount of information. The ultra-short 
comments (less than 5 characters) can not reflect user experience in
formation effectively. For instance, “good”, “very good”, etc. are 
deleted. In addition, a type of comment is also be deleted, such as 
“Good!!!” with more than 5 characters but less than 5 valid characters. 
After data pre-processing, the data length is 10191.  

(1) Text processing 

The text processing part aims at obtaining the key factors and criteria 
for the product improvement. The specific steps are as follows: 

Step 1. Pre-process text. 
As the text comments are not clean after being crawled, we pre- 

process the data as the following procedures: Firstly, each text 
comment was divided into several constituent units (words and sen
tences.). Secondly, eliminating stop words is used to clean data. There is 
no meaningful contribution for stop words (e.g., a, an, the, of, for,i.e) in 
the whole text, which must be filtered out before processing the text. 
Besides the regular stop words, this study also includes brand names and 
refrigerator names in the list. 

Step 2. Use TextRank algorithm to acquire key factors. 
Key factors represent the high consumers’ attention on product re

views, showing high frequency and probability for consumers’ com
ments. This paper utilizes the TextRank algorithm to extract key factors. 
TextRank model is originated from the PageRank algorithm. The words 
are assumed as “nodes on the network” for the model. The significance 
of each term can be calculated based on the co-occurrence relationship 
among each word. Eq. (11) shows the typical computational model for 
the TextRank algorithm. 

TR(Mi) = (1 − t) + t ×
∑

Mj∈In(Mi)

wji
∑

Mk∈Out(Mj)
wjk

TR(Mj) (11) 
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Where TR(Mi) is the TextRank value of node i; In(Mi) represents the 
entry node-set pointing to node i; Out(Mj) is regarded as the chain-out 
node-set pointed out by node j; wji is set as the weight of the edge be
tween node j and node i, the damping factor t is selected from the range 
0 to 1, and the general value is set as 0.85. For the TextRank model, 
every node in the graph will jump randomly with a probability of 1-t. 

Step 3. Use Word2Vec to achieve the similarity degrees for key fac
tors and each criterion. 

Due to the negligence of the semantic similarity between words, the 
TextRank model will lead to dimensional inaccuracy and disorder. 
Referring the existing literature and combing with the extracted key 
factors, we craft the evaluation criteria framework with eight criteria (i. 
e., price, easy to use, appearance design, cooling effect, noise, space, 
energy consumption and service), which are assumed as key factors that 
influence product improvement. Word2Vec algorithm is applied to 
calculate the similarity of vectors representing each word and the 
selected criterion based on cosine similarity. This paper set the vector 
length of 200 as the layer size for the Word2Vec algorithm. 

Step 4. Calculate the criteria’s weights. 
The equation for computing the criterion’s weight is as Eq. (12): 

wj =
∑l

t=1
wt × stj (12)  

where wt is the weights of the key factors obtained using the TextRank 
algorithm, and stj denotes the similarity degrees among key factors and 
each criterion.  

(2) Rank the alternatives using the TOPSIS method, which is 
mentioned in Section 3.2. 

4. Results 

This section applies a case study on refrigerator product develop
ment to verify the proposed method that considers the online consumer 
reviews and group decision-making on product improvement. The group 
decision-making considers product designers’ insights for product 
improvement from the professional perspective. Online reviews reveal 
consumers’ experience and needs on the product. It is necessary to 
consider both these two sides. 

4.1. Key factors and weights obtained by TextRank 

This paper uses the TextRank algorithm to obtain key factors and 
weights. This study selects 30 key factors for subsequent analysis and 
criterion importance evaluation. The weights of the key factors are listed 
in Table 1. From Table 2, we can conclude that the weights of delivery 
service, logistics, and satisfaction are greater than other factors with 1, 

0.903, and 0.842, respectively. Appearance designs such as “concise 
appearance” and “beauty” rank relatively low places, weighing 0.138 
and 0.108, respectively. 

4.2. Similarity degrees between key factors and each criterion obtained by 
Word2Vec 

From the key factors results above, we classify key factors “delivery” 
and “logistics” into logistics criteria. The key factors results indicate that 
consumers prefer to employ different words for the same criterion. Thus, 
this paper adopts Word2Vec to calculate the similarity degrees between 
the obtained key factors and criteria. Table 3 presents the similarity 
degrees between the top 30 key factors and the eight criteria. The results 
show that price, cooling effect, noise, space, and service are highly 
related to the key factors. 

4.3. Experiment processing and results 

The analysis contains three experiments. A large-scale decision 
group consisting of 20 experts is invited to the experiments. Following 
the description, three experiments are processed. In the first experiment, 
the decision-makers are asked to rank the four alternatives with 
instructive perception. The expert group is asked to evaluate the criteria 
preference in the second experiment. The SWARA and TOPSIS methods 
are applied to evaluate the weights of the criteria and the ranking of the 
four refrigerators. In the third experiment, consumers’ reviews are 
crawled online. After data cleaning and text processing, the weights of 
the selected eight criteria are computed. The results are summarized in 
Fig. 2. Fig. 2 indicates the refrigerator product design criterion prefer
ence and their ranks. The top three criteria online reviews determine are 
service, space, and price. However, cooling, price and noise are the top 
three criteria group decision-makers obtained. 

The results of the three experiments for refrigerator alternative se
lection are different. Table 4 summarizes the results. From the results, 
we can conclude that the ranking results for Experiment 1 and Experi
ment 2 are similar, except Alternative A ranks fourth place and Alter
native B ranks third place in Experiment 1 with intuitive decision; 
meanwhile, they rank third and fourth place respectively in Experiment 
2. Comparing with the results between Experiment 2 and Experiment 3, 
the ranking results are similar, except Alternative C ranks first place and 
Alternative D ranks second place in Experiment 2 under the decision- 
making group; however, they rank second and first place in Experi
ment 3, which considering consumers’ comments. 

4.4. Deviation analysis 

In this part, a deviation analysis is conducted to examine the merits 
of combining online reviews and group decision-making. To illustrate 
the efficiency of our proposed methodology, we use the deviation degree 
as a quantitative metric for assessing the three experiment results. The 
deviation degree is calculated as Eq. (13). 

max
[
ζ
(

p j
) ]

− ζ
(

p j
)

max
[
ζ
(

p j
) ] (13)  

where ζ
(

p j

)
represents the standard relevance score of the jth 

Experiment result, and max
[
ζ
(

p j

) ]
denotes the standard dominance 

degree of the jth Experiment result. 
Fig. 3 Depicts the deviations between each alternative and the 

reference alternative, which has the highest close efficiency for Exper
iments 2 and 3. Firstly, Fig. 3 shows that the deviation fluctuation trends 
are similar for Experiment 2 and Experiment 3. There is an increasing 
trend from Alternative A and Alternative B for both two experiments. 
The difference in the results is that Alternative C ranks the first order 
among the alternatives in Experiment 2 and ranks the second order in 

Table 2 
Key factors and weights obtained by TextRank.  

key factor weight key factor weight 

delivery service 1 appearance  0.249 
logistics 0.903 noise  0.23 
satisfaction 0.842 attitude  0.213 
quality 0.544 after sale  0.212 
speed 0.491 install  0.21 
product 0.394 cheap  0.178 
price worthy 0.377 shipment  0.165 
brand 0.315 practicability  0.152 
cooling 0.313 delivery  0.149 
trust 0.305 space  0.143 
price 0.304 concise appearance  0.138 
cost performance 0.303 support  0.124 
service attitude 0.283 consumer service  0.123 
voice 0.261 believe in  0.12 
performance 0.255 beauty  0.108  
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Experiment 3. Correspondingly, Alternative D ranks second among the 
alternatives in Experiment 2 and ranks first in Experiment 3. Secondly, 
the deviation line of Experiment 3 is higher than Experiment 2. The 
average deviation of Experiment 3 is 0.3165 and the average deviation 
of Experiment 2 is 0.2983. Thus, Experiment 3 has higher discrimination 
than other methods with higher average deviations. The product 
development process can comprehensively explore the consumers’ need 
and expert panel’s professional ideas. 

Furthermore, to quantitatively underscore the advantages of our 

proposed methodology, we employ the Spearman’s rank correlation 
coefficient. This coefficient is pivotal in assessing the consistency and 
reliability of ranking outcomes across various methodologies. The 
Spearman’s correlation can be calculated using Eq. (14): 

r =
cov(R(i),R(j))
σ(R(i))*σ(R(j)) (14)  

where R(i) and R(j) is the rank variable of Experiment i and Experiment 
j, respectively. cov(R(i),R(j)) is the covariance of the rank variables. 
σ(R(i)) is the standard deviation of the rank variable. 

As shown in Fig. 4, the correlation coefficient between Experiment 2 
and both Experiment 1 and Experiment 3 is 0.8. The high correlation 
between Experiment 2 and Experiment 1 indicates that when experts 
rely on the Multi-Criteria Decision Making (MCDM) method for evalu
ation and rely on intuitive scoring, their decision outcomes show a 

Table 3 
Similarity degree of the top 30 key factors and the criteria.   

Price Easy to use Appearance design Cooling effect Noise Space Energy consumption Service 

delivery service  0.758  0.325  0.397  0.703  0.718  0.729  0.266  0.769 
logistics  0.755  0.306  0.425  0.681  0.723  0.764  0.281  0.785 
satisfaction  0.734  0.337  0.468  0.673  0.694  0.729  0.201  0.753 
quality  0.776  0.415  0.468  0.655  0.714  0.772  0.321  0.792 
speed  0.747  0.333  0.420  0.669  0.677  0.742  0.279  0.784 
product  0.746  0.340  0.452  0.676  0.685  0.742  0.270  0.786 
price worthy  0.707  0.331  0.456  0.623  0.651  0.664  0.216  0.730 
brand  0.735  0.328  0.473  0.642  0.697  0.703  0.223  0.754 
cooling  0.682  0.286  0.367  1.000  0.664  0.645  0.364  0.672 
trust  0.758  0.335  0.444  0.622  0.706  0.698  0.213  0.741 
price  1.000  0.326  0.429  0.682  0.739  0.752  0.280  0.737 
cost performance  0.783  0.413  0.483  0.672  0.743  0.748  0.332  0.745 
service attitude  0.725  0.296  0.373  0.619  0.657  0.701  0.193  0.762 
voice  0.720  0.292  0.407  0.581  0.780  0.671  0.295  0.719 
performance  0.715  0.353  0.433  0.701  0.725  0.763  0.316  0.768 
appearance  0.709  0.340  0.568  0.631  0.658  0.721  0.306  0.721 
noise  0.739  0.368  0.453  0.664  1.000  0.719  0.406  0.706 
attitude  0.723  0.293  0.384  0.657  0.666  0.727  0.218  0.768 
after sale  0.718  0.321  0.449  0.672  0.677  0.657  0.282  0.726 
install  0.722  0.328  0.465  0.691  0.694  0.703  0.298  0.701 
cheap  0.721  0.292  0.437  0.635  0.707  0.682  0.249  0.717 
shipment  0.701  0.283  0.377  0.580  0.632  0.673  0.195  0.682 
practicability  0.677  0.336  0.404  0.659  0.687  0.720  0.250  0.710 
delivery  0.603  0.245  0.355  0.551  0.595  0.651  0.208  0.624 
space  0.752  0.417  0.523  0.645  0.719  1.000  0.334  0.743 
concise appearance  0.671  0.310  0.502  0.605  0.647  0.712  0.277  0.657 
support  0.705  0.282  0.393  0.644  0.657  0.706  0.166  0.717 
consumer service  0.581  0.190  0.285  0.512  0.479  0.512  0.151  0.547 
believe in  0.720  0.295  0.385  0.646  0.704  0.692  0.233  0.705 
beauty  0.757  0.327  0.501  0.676  0.700  0.725  0.282  0.702  

0

0.05

0.1

0.15

0.2

0.25

price easy to 
use

design cooling noise space energy service

Experiment 2 Experiment 3

weight

Fig. 2. Weight results of each criterion.  

Table 4 
Results of the three Experiments.   

Experiment1 Experiment2 Score Experiment3 Score 

Alternative A 4 3  0.414 3  0.406 
Alternative B 3 4  0.403 4  0.387 
Alternative C 1 1  0.590 2  0.587 
Alternative D 2 2  0.586 1  0.594  

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Alternative A Alternative B Alternative C Alternative D

Experiment 2 Experiment 3

Deviation

Fig. 3. Deviation analysis results.  
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certain degree of similarity, further validating the consistency of expert 
decision-making. The high correlation between Experiment 2 and 
Experiment 3 suggests a certain level of consistency in large-scale de
cision-making processes. However, the correlation coefficient between 
Experiment 1 and Experiment 3 is relatively low, at only 0.6, indicating 
some inconsistency between the product improvement index weights 
derived from customer reviews and those based solely on expert intui
tive scoring. In summary, these findings suggest that results considering 
both customer reviews and large-scale expert decision-making are more 
robust. 

5. Discussion 

5.1. Differences in criterion weight determined by different experiments 

In Experiment 2, the experts group scores the criterion preference 
based on alternative information background and cognition. The 
SWARA method is adopted to determine the criterion weight. Unlike 
Experiment 2, Experiment 3 uses machine learning to mine online 
comments and conduct textual analysis to determine criterion weight. 

Table 5 shows that criteria weights are different for experts and 
consumers. Cooling, price, and noise are more important criteria in 
experts’ opinion. Price takes relatively high weight among all the 
criteria, taking second place in Experiment 2 and third place in Exper
iment 3. Price is significant both for experts and consumers (Dinerstein 
et al., 2018). The reason for the preference is that price is closely related 

to sales volume. Customers prefer the product with good quality, and 
they are eager to spend less money to buy the products with the best 
property. As to the manufacturers, cost affects the final selling price and 
the sales volume. 

Regarding the criteria measuring product performance, they take 
different places in these two Experiments. For example, “cooling” 
emerges as the paramount criterion identified by experts, yet it only 
secures fourth place in consumer comments. “Noise” holds third place 
with a weight of 0.127 and falls to fifth place with a weight of 0.149. 
“Space” is in the sixth position with a weight of 0.121 in Experiment 2, 
while it climbs to second place with a weight of 0.174 in Experiment 3. 
“Energy consumption” finds itself in fourth place in Experiment 2 but 
drops to the eighth position in Experiment 3. Regarding “service,” it 
occupies the seventh spot with a weight of 0.114 but remarkably ascends 
to first place with a weight of 0.191 in the subsequent assessment. These 
fluctuations underscore the diverse priorities and perceptions between 
experts and consumers, highlighting the importance of a multifaceted 
approach in evaluating criteria for product development. 

The results indicate that experts pay more attention to product per
formance and price property. Consumers pay more attention to service, 
space and price. Additionally, the deviation of the criteria weight ob
tained by experts’ decision-making is smaller than weights extracted by 
online reviews. 

Additionally, to thoroughly compare the effectiveness of various 
methods, we evaluated criterion weights from expert decision-making 
alongside weights derived from online reviews through TF-IDF and 
Word2Vec, as detailed in Table 5. There is a notable difference in the 
weights obtained via TextRank paired with Word2Vec and those ac
quired through the combined use of TF-IDF and Word2Vec. For instance, 
particularly considering the ’Price’ criterion, the weight deduced by the 
TextRank and Word2Vec collaboration is 0.159, ranking the third po
sition, in contrast to the 0.1571 wt from the TF-IDF and Word2Vec 
combination, which ranks the fifth position. This difference may be 
attributed to the advantages of TextRank in analyzing the contexts. 

From the algorithmic perspective, TextRank excels in capturing the 
intricate relationships between words, thus offering a deeper insight into 
textual semantics. Firstly, as a graph-based sorting algorithm, TextRank 
visualizes text elements (like words or phrases) as interconnected nodes, 
with their importance gauged by the network of these connections, 
encompassing aspects such as co-occurrence and semantic similarity. 
Furthermore, TextRank’s context-sensitive approach to determining 
word significance enables a more accurate depiction of crucial infor
mation and sentiment in text. This method’s independence from pre
defined vocabularies or corpora also adds to its adaptability in diverse 
textual analyses (Bordoloi et al., 2020; Chen et al., 2020; Fakhrezi et al., 
2021; Wang et al., 2020). Conversely, the TF-IDF algorithm has limita
tions, particularly in analyzing semantic relationships. This algorithm 

Fig. 4. The correlation coefficient values between different experiment.  

Table 5 
Weight of each criterion from different decision methods.  

C        
riterion Sub-criterion Weights obtained from experts’ 

decision making      
(Experiment 2) Weights extracted by online reviews using TextRank 

and Word2Vec       
(Experiment 3) Weights extracted by online reviews using TF-IDF and 

Word2Vec          

Weight Rank  Weight Rank  Weight Rank 
Price price  0.130 2  0.159 3  0.1571 5 
Product quality easy to use  0.123 5  0.051 7  0.0370 7 
Product 

performance 
design  0.113 8  0.077 6  0.0655 6  

cooling effect  0.139 1  0.157 4  0.1698 3  
noise  0.127 3  0.149 5  0.1702 2  
space  0.121 6  0.174 2  0.1685 4  
energy  0.123 4  0.041 8  0.0397 8 

Service service  0.114 7  0.191 1  0.1922 1  
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emphasizes word frequency within a set of documents, potentially 
neglecting the broader linguistic context. It fails to consider the inter
play and sequence of words, which can lead to overlooking nuanced 
semantic information (Nasar et al., 2019; Yahav et al., 2018). 

Regarding the application in consumer review analysis, discerning 
context and semantic connections are essential in consumer review 
analysis. TextRank demonstrates its superiority. Its ability to capture 
critical information makes it particularly adept at handling reviews with 
longer sentences, where context plays a significant role (Ramadhan 
et al., 2020; Zhou et al., 2022). In contrast, the TF-IDF algorithm is 
proficient in keyword extraction and key term identification for shorter 
contexts (Rehman et al., 2019). However, it falls short in grasping the 
full scope of consumer review. In summary, the preferential perfor
mance of TextRank in customer review analysis is substantiated by its 
methodological strengths over TF-IDF. 

5.2. Differences in the alternative ranking for different experiments 

As shown in Table 4, Alternative C is the best refrigerator selection 
for the first two experiments, which means experts prefer more expen
sive and better product performance and service. The decision-making 
results evaluated by MCDM are greatly consistent with experts’ intui
tive perception. Alternative A is the worst refrigerator for Experiment 1, 
and ranks the 3rd order in Experiment 2 and Experiment 3. Alternative B 
is the third selection rank refrigerator for Experiment 1, and ranks the 
4th order in Experiment 2 and Experiment 3. Alternative D is the 2nd 
selection rank refrigerator for Experiment 1 and Experiment 2, and 
ranks the 4th order in Experiment 3. 

Ranking results are different among the three experiments. Experi
ment 1, based on the overall intuition of experts, can not figure out and 
improve the specific criteria of product improvement. Remarkably, the 
results of Experiment 2 and Experiment 3 are different. A comparative 
analysis was implemented by adopting the deviation analysis to test the 
accuracy of decision-making results. The comparative analysis shows 
that the results of Experiment 3 have a significant deviation. Thus, the 
results made by Experiment 3 are more reasonable and authentic. 
Consistent with the previous literature, the experimental method was 
applied to determine whether consumers were interested in partici
pating in co-creation of product improvement (Khrystoforova & Sie
meniako; 2019). The main reasons for the differences probably are the 
weights variation between these two decision-making methods. 

Table 4 indicates that the expert group in Experiment 2 sets cooling 
effect, price and noise as more significant elements in product 
improvement. However, from the weights shown in Table 4, we can 
conclude that consumers pay more attention to service, space and price 
from their online reviews. The different preference demonstrates that 
expert group consumers’ focus points differ. Experts pay more attention 
to function issues, while consumers pay more attention to user 
experience. 

6. Conclusion 

This paper has investigated the effectiveness of different decision- 
making methodologies for product improvement in a big data environ
ment. We have conducted three experiments to compare the perfor
mance of intuitive perception, expert decision-making, and a hybrid 
method that combines consumer big data and large-group decision- 
making. We have used text-mining techniques like LDA, TextRank, and 
Word2Vec to extract and analyze the product criteria from online re
views. We have found that the hybrid method outperforms the other two 
methods regarding accuracy and reliability. The hybrid method can 
capture consumers’ diverse and dynamic preferences and opinions, and 
incorporate them into the product improvement process. The hybrid 
method can also reduce the uncertainty and complexity of decision- 
making, and provide more scientific and objective results. The paper 
contributes to the literature on product improvement by proposing a 

novel mixed model that integrates online reviews and experts’ opinions. 
The paper also provides practical implications for manufacturers who 
want to improve their products based on consumer feedback. The paper 
suggests manufacturers should leverage big data and large-group deci
sion-making to enhance product quality and competitiveness. 

6.1. Implications 

This paper has explored the impact of consumer involvement on 
product improvement and decision-making. It has conducted a series of 
experiments to compare the performance of different decision-making 
methodologies, using refrigerators as a case study. It has also applied 
text-mining techniques like LDA, TextRank, and Word2Vec to extract 
and analyze product criteria from online reviews. The paper has several 
implications for both theory and practice. 

First, this paper contributes to the literature on product improve
ment by proposing a novel mixed model that integrates online reviews 
and experts’ opinions. The paper demonstrates that online reviews are a 
valuable source of information for understanding consumers’ needs and 
preferences (Wamba et al., 2015). The paper also shows that the product 
criteria should cover the important issues raised by both consumers and 
experts (Hou et al., 2019). 

Second, this paper provides practical guidance for manufacturers 
who want to improve their products based on consumer feedback. The 
paper suggests that manufacturers should leverage big data and large- 
group decision-making to enhance product quality and competitive
ness. The paper shows that the hybrid method involving consumers’ 
opinions leads to more accurate and reliable outcomes than intuitive 
perception or expert decision-making. 

Third, this paper advances the methodology of product improvement 
by using text-mining techniques to extract and analyze the product 
criteria from online reviews. The paper adopts the LDA method to 
categorize the topics of online reviews, and combines them with the 
criteria derived from the existing literature (Chan et al., 2016; Hou et al., 
2019). The paper also uses TextRank and Word2Vec algorithms to 
determine the importance and correlation of product criteria. The paper 
demonstrates that these techniques can reduce the complexity and 
subjectivity of decision-making, and provide more objective and accu
rate results. 

6.2. Limitations and future directions 

This paper has contributed to the research on product improvement 
and decision-making methods, but it also has some limitations that can 
be addressed in future studies. First, this paper does not consider the 
different characteristics of consumers (e.g., family size, and age, etc.). 
Consumers with different characteristics may have diverse preferences 
for product improvement. It is important to tailor the product devel
opment to the target consumers. Satisfying different consumers’ needs 
can enhance the competitiveness of enterprises. Second, the natural 
language processing methods used in this paper require a large amount 
of online reviews. The practicality and effectiveness of the approach 
need to be further verified when online reviews are scarce. Third, the 
consumer sentiments expressed in online reviews should be taken into 
account in future studies. 
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